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Chapter 1

Use of Symbols

The usage of mathematical notions and concepts in this work is in general sim-
ilar to the usage that is common in mathematical discourses. Notions that
are specific for a certain field and not generally known will be introduced and
explained in the text. Some additional remarks concerning basic mathemat-
ical concepts are nevertheless necessary here, in order to guarantee an easy
understanding of the different topics.

The logical notions are used as usual. The symbols V,d, -, A, V, — denote
universal quantification, existential quantification, negation, conjunction,
disjunction, and implication, respectively. Propositional variables (atomic
propositions) of the propositional calculus are denoted by small Latin letters
like p,q,r etc. Variables of (first-order) predicate calculus are denoted by
x,y,z etc. Truth values are denoted - as long as not notified otherwise - by
T (truth) and F (false). In the case we shall work in non-classical logical
systems that include more than two truth values (compare especially Part II
of this work), we will specify the denotations of non-classical truth values (for
example, neither true nor false or both true and false) in the text.

Set theoretic notions are the ones that are commonly used in set theory.
The expression x € X means that x is an element of a set X. The symbol € is
considered as an elementary notion of set theory. The standard axiomatization
of set theory uses only € and logical symbols. The expression X C Y denotes
the subset relation in set theory and is defined as follows:

XCY&eVe:(zeX—xeY)

Similarly, X C Y means that X is a proper subset of Y (i.e. X CY but
X # Y). The empty set is denoted by (), and the notion of set theoretical
complement (relative to a given set or class) is defined as usual:

XC={z|zgX}

The Cartesian product of two sets X and Y is denoted by X x Y. We code
this product of two given sets X and Y set theoretically as usual:' Formally,

'Notice that the pair (z,y) is standardly set theoretically coded by the expression
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we represent this as follows:

XxY={(z,y):x e XNyeY}

The power set operation g applied to a given set X denotes the following
collection:

p(X) ={z|zC X}

The set theoretic operations union, intersection, and difference of two sets
are defined as usual:

XUY={a|laeXVacY}

UX:{a\EIyEX:aEy}
XNY={alaeXNa€eY}

ﬂX:{a\VyGX:aEy}
A-B={z|zc ANz & B}

We will introduce quite explicitly basic ideas of classical set theory (ZFC) in
Part IV of this work, in order to ensure that a sufficient foundation is provided
for readers that are not familiar with axiomatic set theory.

Functions are denoted according to the usual conventions: f: X — Y :
x — f(z), denotes a function f that maps a set X into a set Y such that
every z € X is associated with a unique value f(z). We will not require every
time that f is defined totally on X. Functions are set theoretically considered
as a uniquely specified set of pairs. More precisely, a function f: X — Y can
be associated with the following set A:

A={(z,y):ze XNy eY Az, y) A (2,42)) = 41 = 42}

Quite similar considerations hold for relations. The standard representation
in set theory is the same as in the case of functions, namely a set of pairs for
which the relation applies. The only difference is that we do not require the
uniqueness condition for pairs: the expression

({2, y1) A2y y2)) — 1 = ¥2

is in general not a valid restriction in the case of arbitrary relations. Other
concepts of standard axiomatic set theory (if needed for further consideration)
will be introduced in the text. We refer the reader to Chapter 10 for a more
explicit introduction into the topic.

Properties of functions like injectivity, surjectivity, bijectivity are defined as
usual. A function f: X — Y is called injective, if it holds:

{{z},{z,y}}. The expression X x Y denotes therefore the collection of all pairs of the form

{{z} {=, y}}-



Vavy: f(z) = f(y) —x =y
A function f: X — Y is called surjective, if it holds:

VyeYIx e X : f(z)=y

Finally, a function f: X — Y is called bijective if f is both injective and
surjective. Other properties of functions, in particular properties of functions
in the context of the theory of partial orders and category theory are: Given a
partial order D = (D, <), a function f : X — Y is called monotone if it holds:

VaVy :z <y — f(z) < f(y)

Furthermore: If two structures S = (S, ®1,®9,...,®,) and S’ =
(S, ®1,®a,...,8,) are given, then a function f : S — S’ is called a ho-
momorphism if it holds:

flx@iy) = f(x) @i f(y)

Homomorphic images will be important when we introduce basic category
theoretic terms. Given structures S and S’ as above, a function f : S — S’
is called isomorphic, if f is a homomorphism and additionally bijective.
We shall define the concepts monomorphism, endomorphism, epimorphism,
isomorphism and automorphism. Assume two structures S and S’ are given
as above. A monomorphism f : S — S’ is an injective homomorphism. An
endomorphism f : S — S’ is a homomorphism such that it holds S = S’. An
epimorphism f : S — S’ is a surjective homomorphism. An isomorphism is a
bijective homomorphism. An automorphism is a bijective homomorphism such
that it holds S = S’. Generalizations from properties of functions to properties
of functionals and further to properties of functors will be introduced in the
text as well.

In Part III we will need some facts from standard recursion theory.? Most
definitions and properties will be provided in the text, but here are some re-
marks and facts concerning some general topics of recursion theory. The classes
of functions in the Baire-space N' = {f | f : N — N} = NN can be categorized
according to the complexity of the elements of this class. Most important in
this respect are the arithmetical and the analytical hierarchy. The arithmetical
hierarchy can be characterized as follows. The complexity classes of functions
are defined by the complexity of the definitions necessary to define the class.
Whereas recursive functions can be defined without quantifying over variables,
dependent on the complexity of the prefixes, the complexity increases. If the
defining formula is of the form

28till the best accessible textbook for recursion theory is [Ro67]. A readable introduction
into recursion theory can be found in [Ob93]. Other resources for recursion theory are [So87]
and [Od89]. For the structure theory of the analytic hierarchy, good textbooks are [Mo80]
and [Ke95].
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Jz1Veodzs...Qxy : R(x1, 22, ..., Tp)
where R is quantifier free and @ € {V, 3}, function f is in the complexity class
Y9, In the case that f is definable with a formula of the form
Va13xoVes...Qxy, : R(x1, x2, ..., y)

f is in complexity class II2. On the other hand, if f is definable via the formula

Va13xoVes...Qxy, « R(x1, x2, ..., Ty)

and at the same time via the formula

Jx1VaeIrs...Qry : R(x1, 22, ...\ Tp)

then f is in the complexity class A2 . We can represent this situation using a
diagram (usually called the Kleene-hierarchy or the arithmetical hierarchy).

NN



The complexity class A} corresponds to the recursive functions. From the
perspective of descriptive set theory we can interpret AY sets as clopen (closed
and open) sets.® The class ¥ corresponds to the class of recursively enumer-
able functions, whereas H(f corresponds to the semi-recursive functions. The
arithmetical hierarchy represents the complexity classes of definable functions
with a finite prefix of quantifiers ranging over variables.

In the arithmetical hierarchy, it is not possible to define functions via quan-
tification over relations and functions themselves because quantification is re-
stricted to individual variables. The definitional complexity of quantifications
over functions and relations are ordered in the so-called analytical hierarchy
(sometimes called projective hierarchy). The following diagram represents the
analytical hierarchy.

i

A

=N

In a certain sense, the idea behind the analytical hierarchy is the same

3We call a set X open, if it is closed under arbitrary unions and finite intersections. The
collection of all closed sets can be identified with the class %Y. The complement of an open
set is called closed. All closed sets can be identified with II9 sets.
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as behind the arithmetical hierarchy. Whereas, in the arithmetical hierarchy
quantification was restricted to the variables of the domain (usually numbers),
in the more complex analytical hierarchy we can quantify over relations and
functions as well. The Al functions are definable by both, a formula with one
existential quantifier quantifying over relations and a formula with one universal
quantifier quantifying over relations.*

There are several closure properties of the complexity classes that are im-
portant to mention (implicitly they are contained in the diagram above). For
example, one can prove that the IT! class (as well as the X class) really contains
more sets than the Al class. (The same is true for the analog complexity classes
in the arithemtical hierarchy.) Al sets are closed under negation, whereas this
does not hold in general for 3} sets and II} sets. One can prove that it holds
SLUIL € Al L, but it does not hold in general that ¥} UIIL = A}, ;. The
same holds in the arithmetical hierarchy: We have X2 UII) C AY., but in
general it holds: X0 UTIY # AY_ . It is important to notice that it does not
hold in general: |J,.oAS = Af.

We are not trying to develop a complete picture of recursion theory here.
In the case we need more information concerning recursion theoretic results
and facts, we will provide them in the text.

This work will be partly based on algebraic representations of certain logics,
semantical systems and non-well-founded set theory. Additionally, we will
introduce basic ideas of the theory of partial orders, and of category theory.
Concerning partial orders we use the following notions: (X, <) denotes a set X
that is partially ordered by the relation <, i.e. < is a relation that is reflexive,
transitive and antisymmetric. The expression sup{z,y} denotes the supremum
of the elements = and y where x and y are taken from the given set X. The
supremum sup{z,y} of z and y is defined as the smallest upper bound of x
and y. The notion sup(X) denotes the supremum of the set X. Sometimes, we
will use an additional index: supp{z,y} denotes the supremum of z and y in
the partially ordered set D = (D, <). An alternative of sup{x,y} is to write
2 Vy. We will use this shortcut quite often throughout the text.> If we denote
the supremum of a set X we will often write \/(X). The dual of the operation
supremum, namely the infimum of a given set X, is defined in a similar way.
For example, inf{x,y} denotes the infimum of x and y, i.e. the largest lower
bound of z and y. We will examine partially ordered sets in Part II, namely
so-called bilattices. These structures are lattice-like structures, more precisely
complete lattices ordered by using two order relations <; and <s. Lattices
are partially ordered sets D = (D, <), such that for each two points x and vy,
sup{z,y} and inf{x,y} exist. A lattice D = (D, <) is called complete if \/ X
and A X exists for every subset X C D. If D has a minimal element, this
is in general denoted by L, and if D has a maximal element, this is denoted

“The hyperarithmetical sets (that are the A{ sets) were relatively important for the devel-
opment of recursion theory. For further information concerning recursion theoretic techniques
the reader is referred to [Sa90, Od89], and [Ro67].

5 A confusion with logical connectives is impossible when we use A instead the ordinary sup
operation.



by T. In special cases, we will use other symbols, but this will become clear
in the context. Other concepts in the theory of partially ordered sets will be
introduced in the text.

Concerning category theory, we will use a whole chapter (compare Chapter
12) in order to introduce the basic ideas, definitions, and results. The reader
is referred to that chapter in order to get an overview of the concepts we use
in this work.

A final remark concerning citations: In this work, reference to a particular
Theorem, Lemma, Example etc. is denoted as usual: For example, Theorem
5.1.3 refers to the third numbered item stated in Chapter 5, Section 1.
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Chapter 2

Phenomena

2.1 General Remarks

We begin our considerations with a discussion of phenomena that are alto-
gether related to circularity in one or the other sense and are chosen from many
different areas of scientific disciplines. There is a certain variety of circular
phenomena and not all occurrences involving circularity result in a patholog-
ical behavior of the phenomena in question. First, we will examine circular
sentences and discourses (that represent an appropriate context) in natural
language that are at least in one respect reflexive. Essentially, we will deal in
this part with the Liar paradox and related pathological sentences. Then, we
will try to figure out which circular phenomena can arise in areas like knowledge
representation and human reasoning in general. In this part, remarks about cir-
cular arguments are an additional aspect. In the third part of this chapter, we
will examine circularity in other fields of academic disciplines like in linguistics,
mathematics, and philosophy.!

When dealing with these topics, we are confronted with a principle question:
Why is it important to know the behavior of pathological sentences at all? Why
should we be able to analyze paradoxical expressions? More basically, we can
ask the question, why is it necessary to model circular expressions in a given
natural language with formal methods, if they are nevertheless somehow patho-
logical? More drastically, one can ask: Why do we invest work and time for this
problem at all? Some people argue that it is not necessary to analyze circular
phenomena. Those people represent a totalitarian attitude towards scientific
disciplines, claiming that someone knows which topics are worth considering.

There are practical reasons why we should try to examine models for circular
phenomena. One reason is that only a formal model will enable us to program a
machine that can deal and reason with reflexive phenomena. A second reason is
that in order to understand language, we need a treatment of circularity because
circularity is an aspect of natural language. Therefore, linguistic theories as well
as the philosophy of language is incomplete until there is a developed theory of
circularity. Furthermore, from a global perspective, the entire world provides us

!Compare [Ho79] for an exciting overview of various fields and disciplines in which circu-
larity play an important role.

11



12 CHAPTER 2. PHENOMENA

with a remarkable number of different kinds of circular phenomena. Applying
logical methods is the attempt to find a better understanding and grasping of
these phenomena by analyzing them in a formal framework. And in this sense,
the examination of circularity is at the heart of scientific investigation.

In the following, we will give a variety of examples for circularity. Without
claiming that these examples are in any sense complete, they will give an
overview of the variety of the phenomenon circularity. And this variety can
count as a certain motivation for our task. At least this can be taken as an
argument for the necessity to consider this topic more closely. We will begin
with some examples taken from natural language. First, we notice a fact.
Natural language is strong enough to express sentences like (1):

(1) Everything the King says is true.

To try to give an English sentence that has the very same truth conditions as
(1), but does not use the concept of truth fails practically. Even under the
assumption that the following schema (the famous convention T introduced
by Alfred Tarski)

(2) "¢’ is true iff ¢ (holds)

is an acceptable description of the properties of the truth predicate, we are
faced with the practical problem to find a coextensional equivalent English
sentence without using the truth concept. What happens if we try to eliminate
the truth predicate in (1)? For a reliable representation of (1) without using
the truth predicate we are forced to enumerate all sentences uttered by the
King. Then, using convention T the conjunction of the list (or enumeration)
should be (extensionally) equivalent to (1). It is hard to imagine that this is
possible (at least from a practical point of view). Therefore, we can establish
the conjecture that a language L which is equal to a language L' except
for the lack of a truth concept is a sub-language of LT.? In other words: a
truth predicate in a language strengthens that language (at least in a practical
respect).?

Another line of argumentation would be to notice that a precondition for
the possibility of an artificially intelligent machine which is able to process
natural language is that this machine can process sentences that include the
truth predicate. This cannot be done in an appropriate way without a formal

2Someone could argue that it is possible to enumerate all expressions of the King (because
the set of all utterances made by the King is finite), and therefore we have two equivalent
languages, one with and one without a truth concept. Then, consider a sentence of the form:
’All theorems of Peano-Arithmetic are true’. Then, we are no longer able to argue against
the claim that L is a sub-language of LT because the set of all theorems of Peano-Arithmetic
is infinite and the introduction of infinite conjunctions is a proper extension of the original
language L.

3We argue in this context from an intuitive point of view in order to give a flavor of the
topic.
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treatment or modeling of truth predicates in natural languages. In this respect,
the practical applications make it necessary to develop a theory for the truth
predicate.

The importance of truth predicates with respect to circularity can be seen by
the fact that archetypical examples of circular sentences (of natural language)
are usually constructed using the truth predicate. The results are usually patho-
logical sentences. Because of this connection between a theory of truth and the
strength of natural language to construct reflexive sentences, we reach a point
where we can begin our considerations.

In the following section, I shall summarize different types of self-referential
or circular expressions in English. I do not think that it is possible to give a
complete list of such phenomena, so that the following is in a certain sense a
fragment of different occurrences of the problem. Nevertheless, it is possible to
give a large overview of the problems occurring in natural language because of
circularity.

2.2 Truth and Paradox

The different forms of paradoxical sentences shall be analyzed in a pre-
theoretical manner, with an approximation of the understanding of such
sentences within naive reasoning. In most cases, intuitions, whether a partic-
ular sentence (in general a given ’statement’ or ’utterance’) is true or false,
depend on ordinary (intuitive) reasoning. Clearly, this reasoning is in most
cases close to (or equal to) classical two-valued logic. For example, we think
that a sentence like

(3) John is playing the piano and Claire is buttering a toast.

is true if and only if both conjuncts are true, i.e. ’John is playing the piano’
is true and ’Claire is buttering a toast’ is true. Else (3) must be false. On the
other hand a disjunction is true if and only if one of the two parts of the dis-
junction is true, or else the disjunction is false. That pre-theoretical (intuitive)
considerations are absolutely necessary for an understanding of pathological
expressions of natural language is supported first, by the necessity to rate
proposed solutions of these problems and second, by the answer to the following
question: With which logical laws should we describe circularity? The standard
way to reason about circularity is classical logic. We will do the same here. In
particular, we assume at this point that double negation of a proposition yields
an affirmative proposition, i.e. we assume the availability of a classical negation.

We have to consider sentences and discourses which are circular in a
particular sense. Most of our examples have the following property: under the
assumption that the sentence (in the discourse/context) in question is true,
the sentence must be false. On the other hand, under the assumption that
the sentence (in the discourse/context) in question is false, then we have to
conclude that the sentence has to be true. The paradoxical behavior can be
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alternatively described as follows: the pathological sentence in question is true
if and only if the sentence is false. Hence, we have a classical contradiction.
Some examples of paradoxical sentences and classical paradoxes are the
following statements:*

(4)(a) This sentence is false. (Liar Sentence)
(b) This sentence is not true. (Strengthened Liar)
(c) The proposition expressed by this sentence is not true.’

Notice: In order to deduce a contradiction from (4)(b), it is not necessary
to assume that (4)(a) and (4)(b) are equivalent.® For a better understanding
of the examples we check the reasoning which yields the paradoxical conclusion
(4)(b): Assume (4)(b) is true, which is equivalent to 'This sentence is not
true’ is true. Therefore, it holds: 'This sentence is not true’. The expression
'This sentence is not true’ claims that (4)(b) is not true, which is inconsistent
with our assumption. Therefore we have to assume that (4)(b) cannot be
true. So we have to conclude that 'This sentence is not true’ is not true.
This is exactly what (4)(b) expresses. Hence, (4)(b) must obviously be true,
which contradicts our assumption that (4)(b) is not true. We have to con-
clude: (4)(b) must be paradoxical, because (4)(b) is true if and only if (4)(b)
is not true. The reasoning for (4)(a) and (4)(c) is similar to the above argument.

A widely accepted explanation concerning paradoxical sentences is the
claim that these sentences are self-referential. As a consequence of this claim
we get that avoiding self-reference of sentences avoids paradoxes in natural
languages. As a counterexample to this thesis we consider example (5): The
context (5) is a discourse in which no sentence is a Liar-like sentence, in
particular no sentence of (5) itself is self-reflexive, but nevertheless we are
faced with a paradoxical behavior of discourse (5):

(5) First sentence: The second sentence is true.
Second sentence: The third sentence is true.

n'™™ sentence: The n + 15 sentence is true.
n + 15t sentence: The first sentence is false.

“Different versions of the classical Liar sentence can be found in classical philosophical
works. For example, in Buridan’s ’Sophismata’, chap. 8, 11'" sophism: ”What I am saying is
false.” It is obvious that Buridan’s example is a version of the classical Liar sentence.

®We will assume that Liar-like sentences do express an ordinary proposition. If we deny
this assumption, then the problems which arise with circular expressions can be solved very
easily: one can develop a theory where only propositions can be true or false (not sentences).
Without trying to discuss the problems of such a ’solution’ here, it should be noted that this
move is closely related to the old question which entity is the bearer of truth: a sentence, a
proposition, or something else?

SWith equivalence we mean that the predication ’is not true’ is equivalent to the predication
’is false’.
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Example (5) is usually called the Liar circle. Notice that no single sentence
itself is self-referential,” but nevertheless we have a certain kind of circularity
in (5): every sentence refers to the next one, the last to the first one. We
get a vicious circle, and no definite truth value for the first sentence can be
consistently assigned.

A natural question, concerning the properties of paradoxical sentences in
natural languages arises: what happens, if we connect Liar-like sentences with
other non-paradoxical sentences by standard logical connectives. In (6), some
examples are formulated:®

(6)(a) John is eating his Hamburger and this sentence is not true.
(b) John is eating his Hamburger or this sentence is not true.
(c) If John is eating his Hamburger, then this sentence is not true.
(d) If this sentence is not true, then John is eating his Hamburger.

Example (6)(a) seems to be a sentence which is not in every situation (in
other words in every possible world or in every possible situation) paradoxical:
if it is the case that John does not eat a Hamburger, then the sentence seems
only to be false, not paradoxical. This is important, because this stresses the
fact that pathological behavior of sentences is not something that is a purely
intrinsic feature of a language. Often, the paradoxical behavior depends on
the context, in other words the way the world is. One must mention Saul
Kripke as the first one who stressed this fact.? In our example, (6)(a) becomes
pathological, if it is the case that John is eating a Hamburger.

In example (6)(b), we have the following analysis: if John is eating a Ham-
burger, then the sentence should be true, otherwise we get a paradoxical ex-
pression. Assume (6)(b) is true. Then one of the disjuncts must be true. The
first one cannot be true because we assumed that the first disjunct is false,
therefore the second disjunct must be true. Then it is true, what the second
disjunct claims, namely that (6)(b) is not true. Now, if we assume that (6)(b)
is not true, both disjuncts must be false. The first one is false by assumption,
but the second forces us to conclude that (6)(b) is again true. We have a circle,
or: (6)(b) is true if and only if (6)(b) is false.

(6)(c) is partially paradoxical: if we assume that the antecedent is true, then
the whole implication is only true if the consequence is true. If we assume that
the consequence is true, then it must be the case that the sentence must not be
true which contradicts our assumption that the implication is true. So we have
to conclude that, if the implication is not true, then the whole sentence does

"There is a second argument against the thesis that reflexivity causes paradoxes. In nat-
ural languages, there are various examples of sentences which are self-reflexive, but have no
pathological properties. Consider the example: ”US Air flight 205 will depart from gate H12
at six o’clock; this announcement will not be repeated.” (Cf. [BarMo96]; p.55).

8In the following examples, it is assumed that the noun phrase ’this sentence’ refers to the
whole sentence. Without this assumption, we are able to formulate Liar sentences, too, but
we have sometimes a different analysis of the sentences in question.

9Cf. [Kr75].
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not have to be true; but this is exactly what the consequence claims. Therefore,
the consequence is true: we have a contradiction. The situation changes if we
assume that the antecedent is not true. Then, the implication is true and the
consequent has no effect to the truth value of the implication. In this case, the
truth conditions depend on empirical facts and the Liar sentence has no impact
to the whole sentence.

(6)(d) is an interesting case. If we assume that the complex sentence is not
true, then obviously the antecedent must be true and the consequence must
be false which implies that the sentence is not true. If John is not eating his
Hamburger, then it seems to be the case that the sentence has a classical truth
value, namely (6)(d) is plainly false. Clearly, if John is eating a Hamburger,
then we have a contradiction. Now, we assume that the whole sentence is true.
Then, we automatically have a false antecedent and therefore the implication
holds trivially: no paradox arises. Particularly in this case, it seems to be true
that the interpretation of the whole sentence does not depend on empirical
facts.

At this point, a remark with respect to ambiguities of sentences including
Liar-like parts is useful. Clearly, the examples in (6) have different properties,
if one restricts the scope of the noun phrase ’this sentence’ to a relevant part
of the complex sentence. The reader may figure out which properties would
change if we restrict the scope of the demonstrative pronoun in an appropriate
way.

Our next example was first formulated by Anil Gupta.!® This example
presents a discourse that cannot be modeled in Kripke’s account of truth.'!
Whereas in Kripke’s account (7) comes out to be paradoxical, this is not true
for ordinary reasoning about discourse (7). In fact, (7) is not even pathological
in any sense. Assume that A and B are two card game players who utter the
assertions in (7) about a particular card game. We assume that two additional
card game players C' and D are playing and furthermore that D has the ace of
clubs.

(7) A claims (al)-(a3):

(al) C has the ace of clubs.

(a2) All claims of B are true.

(a3) At least one of the claims made by B is false.
B claims (bl) and (b2):

(b1) D has the ace of clubs.

(b2) At most one of the claims made by A is true.

Example (7) is, according to Gupta, a non-pathological discourse, because
we can reason in the following way: The claims made by A are inconsistent
because statements (a2) and (a3) contradict each other, and therefore at least

10Ct. [Gus2].
1 Compare Chapter 4 for Kripke’s theory and Chapter 6 for problems of Kripke’s partially
defined truth predicates.
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one of A’s claims - (a2) or (a3) - must be false. We know that (al) is false,
because D has the ace of clubs (this is our assumption), and therefore (bl) is
true and (b2) must be true, too, otherwise we were inconsistent. The uniquely
remaining possibility is that (a2) is true. Conclusion: ordinary reasoning yields
the result that there is no paradox at all, although the discourse is in a certain
sense circular (and in the sense of Kripke’s account ungrounded). In Kripke’s
fixed point approach, the described reasoning would be invalid, because we
were not able to calculate that at least one of the assertions (a2) and (a3) is
false (because they are inconsistent). The reason is that in Kripke’s fixed point
approach we are working in a partial logic in which it is possible that both
statements have no definite truth value. Then, no inconsistency would arise,
although (a)(2) and (a)(3) are contradictory. We will consider this example
again in the context of the discussion of Kripke’s approach towards a theory of
truth.

In an short overview with respect to paradoxical sentences, the historically
most famous example must be mentioned, even if it is not a very good example
for the pathological behavior of pathological expressions of natural language.
Consider example (8):

(8) A Cretan says: ”All Cretans are liars.”

The question is: Is the statement of the Cretan true or not? It is important
to notice that (8) becomes only paradoxical in the case we assume additional
information (which is far from being intuitive). First, we need to assume that
all other Cretans (except the one who is uttering (8)) are liars. If we do not
assume this, then the statement in (8) is plainly false, but not paradoxical.
Second, we need to assume that a liar is a person whose statements are always
untrue. Third, we assume that all utterances of the Cretan in (8) made
before the utterance in (8) were untrue. Then, we get a paradox. Assume
the utterance in (8) is true, then all Cretans have lied their whole life, in
particular the Cretan in (8) has lied his whole life. But then, (8) cannot be
true. Therefore, the utterance in (8) must be false. Then, there is at least one
Cretan who said a true sentence in his life. According to our first assumption,
this must be the Cretan in (8). But he was a liar his whole life according to
our third assumption. So, his actual utterance in (8) must be true. Then,
the circle starts from the very beginning. This example makes clear that
background information (context) is sometimes an important ingredient in
order to evaluate pathological sentences.

A famous example of sentences referring to each other in a paradoxical way
(at least under certain circumstances) is the following dispute between Nixon
and Jones (first mentioned in [Kr75]):

(9) Jones says: ”"Most of Nixon’s assertions about Watergate are false.”
Nixon says: ”Everything Jones says about Watergate is true.”
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At first sight, we can see nothing paradoxical in this example. Furthermore,
in most situations, when Jones and Nixon would utter these assertions, there
is rarely a chance to derive an inconsistency. If we assume that the above
statement spoken by Jones is his only one with respect to Watergate, whereas
Nixon says the above claim and n further statements, such that n/2 of his
further statements are false and n/2 are true, then we get a paradoxical
situation.'?> The important insight of Kripke was that certain paradoxical
sentences are not independent of facts in the world. Situations or the way the
world is can transform an ordinary sentence with a definite truth value into a
pathological expression of natural language.

In general, we would like to have a truth theory which supports a principle
like Aristotle’s principle of the excluded middle. For every sentence ¢ of
natural language we would like to state a tautology like: ’Either ¢ is true
or ¢ is not true and nothing else’.!> What we intuitively do not want is
a truth theory which lacks such an intuitive principle. This is relatively
clear for ordinary sentences. What is the truth value for paradoxical sen-
tences? Are these sentences plainly false, neither true nor false, or both
true and false? The fundamental question is what the intuitions are with re-

spect to sentences like (10)(a)-(10)(c) (in which A represents the Liar sentence):

(10)(a) This sentence is true or this sentence is not true.
(b) This sentence is true or it is not the case that this sentence is true.
(c) A is true or A is not true.

Using ordinary reasoning, we can argue in the following way: (10)(a) is
true if one of the disjuncts is true. Clearly, if (10)(a) is true, then the first
disjunct has to be true and we are consistent. The whole sentence cannot be
false, because then the second disjunct would be true and therefore the whole
sentence would be true. Notice that (10)(a) is equivalent to (10)(b): This is
caused by our 'implicit’ assumption of the excluded middle, and the restriction
to two truth values.

What are the differences between (10)(a)/(b) on the one hand and (10)(c)
on the other hand? Are there any differences? Relative to our pre-theoretical
intuitions this question can become crucial for the development of a theory of
truth. Consider (11):

(11) "This sentence is not true’ is not true.

12 Assume that Jones assertion is true. Then, Nixon’s statement must be false, and therefore
Jones utterance cannot be true. Now, assume Jones utterance is false, then Nixon’s statement
in (9) must be true, and therefore Jones statement is true. The circle starts again from the
beginning.

3Intuitively, the principle of bivalence seems to be a promising principle, because it is
implicitly used by everybody all the time. The question is whether a theory of truth allows
such a principle.
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The quoted sentence in (11) is the Liar sentence and because of its property
of being paradoxical the statement that the Liar sentence cannot be true has
to be true. Is this a sufficient reason to say (11) is true? If we make such a
judgment, then we are able to conclude that (10)(c) is true: the second disjunct
would be a tautology and therefore the complex sentence must be true. As
a consequence of our considerations we would get the equivalence between
(10)(a) and (10)(c). This kind of evaluation of problematic sentences seems to
be correct for many researchers,' because we preserve classical tautologies and
we are able to work with Liar sentences without collapsing our system in the
manner that whenever a Liar sentence is contained in a complex sentence, then
the whole sentence becomes paradoxical. The last conclusion would be quite
implausible, because one would be led to a standpoint not far away from a
position where only languages which are not strong enough to represent circular
sentences (or discourses) can be represented. From that perspective it seems
to be reasonable to try to create a theory of truth validating a principle like (12):

(12) V¢ € L: (¢ is true or ¢ is not true)

As a side remark, it is to mention that (12) is not valid in Kripke’s fixed
point approach if L is a sufficiently strong language. Expressions like (10)(c)
or a sentence of the form V¢ : (T(¢) V - T(¢)) are necessarily pathological in
his system. The reason is the evaluation of paradoxical expressions.

There are not only paradoxical sentences in natural language. There are
additionally sentences that are pathological in their behavior but nevertheless
not Liar-like in character. The classical example of a non-paradoxical sentence
which is nevertheless pathological is the so-called "Truth-teller’ or ’same-sayer’
sentence. Here are some versions of the "Truth-teller’ sentence:'®

(13)(a) This sentence is true.
(b) The proposition expressed by this sentence is true.
(c) What I am now saying is true.

If we assume that examples (13)(a)-(c) are true, then the sentences remain
true. If we assume on the other hand that they are not true, then they remain
not true. Nothing changes in the evaluation process or to put it more intuitively:
there is no flipping behavior of (13)(a)-(c). Notice that although we are not
involved in inconsistencies, it is not possible to assign a definite truth value
to one of the expressions in (13). (At least this is not possible in an intuitive
convincing way.)

“Tntuitively, it is not the case that (9) is equivalent to the statement 'The Liar sentence
is true’ (which would be clearly false), because this sentence would be fully formulated with
"This sentence is not true’ is true.

15 Again we assume (as in the Liar case) that the noun phrase this sentence in (13)(a) and
(13)(b) refers to the whole sentence itself.
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Sentences which claim their own truthfulness can be embedded into
complex sentences (as well as in the Liar case) with the usual propositional
connectives. One important and very interesting example'S is the following one:

(14) If this sentence is true, then John is playing the piano.

If we assume that (14) is true, then the antecedent has to be true and the
whole sentence is true if and only if the consequent is true. Therefore it seems
to be the case that we are able to derive that John is playing the piano, using
conditional proof techniques. In the other case, where we assume that the
whole sentence is false, we have an interesting behavior: it cannot be possible
that this is the case, because then the antecedent is false and therefore the
implication is true. This has a strange consequence: If we consider sentences
like (14), it seems that we are able to prove that something is the case in
reality (in our case that John is playing the piano), although there is no
intuitive justification for such a result based on the facts that do hold in the
world. This example has its defective properties not in being contradictory,
but in the possibility to say something about the world where there is no
connection between the world and our interpretation supporting our conclusion.

We end this section by mentioning a terrifying story about a logician cap-
tured by cannibals:

(15) The cannibals hoped to have a good meal for the evening.
Although they ate human beings, they were very truth-loving people
and they were not cruel: they permitted the logician to choose his
manner of death, by decapitating him, if he says something true and
by torture him to death, if the last statement of his life is false. The
logician thought a few seconds about his alternatives, smiled and
said: ”You will torture me to death.” The cannibals were forced to
set him free.!”

The dilemma of the cannibals (and the fortune of the logician) is the
following: if the statement of the logician was true, then the cannibals had
to decapitate him, but then the claim was clearly false, and the cannibals
should have tortured him to death: contradiction. If the statement of the
logician was false, then the cannibals would have to torture him to death,
but then the statement would be true and they could not torture him to
death. Therefore, their only possibility was to set him free.!® Now we will

16We will not mention and describe other embeddings of Truth-teller sentences in complex
sentences, because the treatment of these is quite similar to the Liar-like examples.

17Obviously, the puzzle would work with a statement by the logician like the following one
as well: " The sentence I say now is false.” Then we have a pathological statement quite similar
to the examples above. In our example, the nice property is that we have no circularity or
self-referentiality. The only problem is that the truth value of the sentence is not fixed and
cannot be fixed using the possibilities provided by the cannibals.

18 Again this is an example of the tremendous importance of logic in daily life.



2.3. CIRCULARITY AND KNOWLEDGE 21

assume that the logician does not answer ”You will torture me to death”
but ”You will decapitate me”. The question is, what will the cannibals do?
If they torture the logician to death, they are consistent in their behavior,
if they decapitate him, they are consistent, too. Is this a case where we
have to assume that the answer in question given by the logician is both
true and false? Notice: the cannibals are not able to decide which kind of
execution is the right one. Each choice is necessarily an arbitrary stipulation.
What would be a rational choice in this case? An answer depends on
personal attitudes. In a certain sense, the cannibals should let the logician
go because there is no rational decision as to what kind of execution is
the right one. On the other hand, every execution is consistent, so the can-
nibals can choose. I do not dare to think what the cannibals will probably do.'?

In the next section, we will consider circularity in the context of knowledge
representation.

2.3 Circularity and Knowledge

In the following considerations, we will examine whether circularity can be
detected in knowledge reports, human reasoning, and knowledge representa-
tion. To do this we will state certain puzzles, which have been known for
a long time. The first one has many different forms and is usually called
the Conway-paradox. The most famous formulation is probably the muddy
children problem. Because we want to model the muddy children problem
later, we present this example quite explicitly:2°

(16) Suppose that n children are playing in the garden. Their
mother told them that they will be subject to severe punishment
when coming home dirty. Now, every child tries to make the other
child dirty at the forehead, because the dirty child cannot see that
it is dirty and so the mother will punish him/her. After a certain
time playing in the garden, k children are dirty on their forehead.
The father comes along and makes the following statement: ”At
least one of you is dirty on the forehead. Can anyone definitely
say that he/she is dirty?” None of the children can say anything
definitely to the father, because they cannot see their foreheads.
The father asks the question again: ”Can anyone definitely say
that he/she is dirty on the forehead?” After repeating his question
k times, the k dirty children say together: ”Yes, I am dirty.”?!

197t is clear that the first answer of the logician corresponds to the Liar sentence, whereas
the second utterance corresponds to the Truth-teller sentence.

20The puzzle as stated here can be found in [Bar81]. This paper made the puzzle famous.

21'We assume that the children are rational.
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How is it possible that although the father does not give additional informa-
tion after the first question, but simply repeats his question again, the children
can reason correctly? What is going on here? It is helpful to consider the
reasoning of a dirty child. For reasons of simplicity, we assume that there are
only two dirty children. After the first question of the father, the child reasons
that there is another child who is dirty (because he/she can see the other dirty
child), but his/her own status remains unclear. So, the child is not able to give
a reasonable statement about his/her own situation. After the second question
of the father, the child reasons as follows: He/she sees only one child who is
dirty (assumption). Then after the first question of the father, this particular
child had answered if he/she had been the only one. So, there must be another
dirty child. And because he/she cannot see any other dirty child, the child
himself/herself must be the one in question.

We should emphasize that there is a certain shift in the type of knowledge
of the child: at the beginning, he/she knows that at least one child is dirty.
After the first question of the father and the fact that the other dirty child
does not answer to the question of the father, he/she knows that the other
dirty child knows that someone else is dirty. At this point, the knowledge that
there is not only one dirty child becomes public knowledge. And a way to say
this is: every child knows that every other child knows that there are at least
two dirty children. This is called public knowledge. We will see later that an
analysis of public knowledge requires a circular treatment.

We will consider another example. The following puzzle has a very similar
structure as (16), but stresses the difference between private and public
knowledge more clearly. We quote this puzzle from [Bar90], p.201:

(17) Suppose you have two poker players, Claire and Mazx, and
each is dealt some cards. Suppose, in particular, that each of them
gets an ace. Thus, each of them knows that the following is a fact:

s: FEither Claire or Maz has an ace.

Now suppose Dana were to come along and ask them both whether
they knew whether the other one has an ace. They would answer
'no’, of course. And if Dana asked again (and again...), they would
still answer "no”.

But now suppose Dana said to them, ”Look, at least one of you
has an ace. Now do you know whether the other has an ace?” They
would again both answer "no”. But now something happens. Upon
hearing Mazx answer "no” Claire would reason as follows: ”If Max
does not know I have an ace, having heard that one of us does, then
it can only be because he has an ace.” Mazx would reason in the
same way. So, they both figure out that the other has an ace.
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The important property of the above puzzle is, that although Max and
Claire do not know more than before, after having heard from Dana that at
least one of them has an ace, they perform different conclusions in reasoning
about the given situation. In the first case, the knowledge that at least one of
them has an ace is private knowledge, whereas in the second case it is common
knowledge. This means that each of them knows that the other knows the
same as her- or himself. This makes the whole difference, and has enormous
consequences concerning their ability to perform conclusions. Our aim will be
to find ways to model these phenomena. It will turn out that what is going on
in the process of reasoning is a circular process.

We mention a last example. The following puzzle seems to be folklore for
people who like puzzles.

(18) Assume that three logicians are captured by cannibals.
The cannibals do not want to be cruel. So, the logicians are allowed
to solve a puzzle in order to free themselves. The cannibals posit
five stakes in a linear order behind each other. The logicians are
tied on the first three stakes, such that the third logicians can see
the first and the second stake, the second logician can see the first
stake and the first logician cannot see any other stake. Three of
the five stakes are white, two are black. The task is that one of the
logicians must tell the cannibals the color of his/her stake. Then,
all three logicians will be free. Is the guess of the logician false,
then all three have to die. The logicians figured out the strategy to
solve this problem. The question is: How?

For a solution one has only to check the possibilities: if the first and the
second stake is black, then the third logician knows that his/her stake is white.
If the first stake is black and the second is white, then the second logician
knows that his/her stake is white, because the third logician does not say
anything. In all other cases, the first logician knows that he/she is on a white
stake. Therefore, there is a unique solution to this problem. The question is
how this reasoning can be modeled.

An analysis of common ground can be formulated as follows.?? Assume a
certain situation s is given. We assume further that s supports a certain propo-
sition p about situation s. Assume additionally that a discourse community
consisting of n people know p, but additionally, they know that everybody in
the discourse community knows p, too. As we saw in the example of the muddy
children puzzle, sometimes it is necessary for a member k of the discourse
community to know that member &’ knows that k knows that p. Or that k

22There is not only one possibility to analyze common ground. We adopt here an interpre-
tation which goes back to an analysis of David Lewis (Cf. [Le69]).
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knows that & knows that k” knows that p. The possibility to iterate these
that-sentences arbitrarily often is one essential feature of common ground.
What is a reasonable analysis of situation s? One modeling of s can be given as
follows: We have to sum up the propositions (facts) that hold in s. A necessary
but not sufficient condition is that s is a situation that includes the proposition
that every member of the discourse community knows p. Additionally, and
that is where the circularity comes in in this type of modeling, s is a situation
in which every member knows the situation s itself. If we want to model a
situation as a set of propositions,?? there is no set in standard ZFC set theory
that models this situation. The problem is that our situation s includes itself
in one or the other way. Or in other words: s cannot be specified without an
explicit reference to s itself. This is surprising, because common ground and
common knowledge seem to be quite ordinary in our life. Nothing seems to
make common ground phenomena paradoxical in the sense the Liar sentence is
paradoxical.?* The moral of this example can be formulated as follows. Circu-
larity is a phenomenon that happens to occur quite often in different aspects of
life, without disturbing our reasoning or making our belief contexts inconsistent.

In the next section, we will consider occurrences of circularity in other fields
like in linguistics, mathematics, logic, and computer science.

2.4 Circularity in other Fields

Circular phenomena are present in various academic disciplines like in the foun-
dations of mathematics, in mathematics in general, in computer sciences, and
in linguistics. We want to focus on some important occurrences of circularity
that are prominent on the one hand because of their conceptual consequences,
and on the other hand because of their historical impact on the field. Again, we
do not claim to give a complete list of phenomena that can be found in these
disciplines. We only give an overview. We begin with some linguistic examples.

2.4.1 Circularity in Linguistics

The semantical paradoxes in Section 2.2 can count as linguistic examples. The
problem of semantical paradoxes challenges formal semantics to integrate an
appropriate truth predicate. For linguistic applications, it is quite important
to have a model that can represent the truth predicate.

Intuitively, grammatical sentences of natural language seem to be non-
circular concerning their syntactical structure. In general, circular anaphoric
reference is not possible. The following examples make this claim clear.??

23We can assume that propositions can be modeled as sets.

24Clearly, we adopted here a special analysis of common ground. There are other possibilities
like an inductive account. In an inductive account, no circularity arises, but we have to deal
with infinite objects. In Part IV of this work, we will see that under certain circumstances
circular representations can be unfolded using infinite objects.

Z5For the following examples compare [Ha91].
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(19) Rebecca gives Carl the book.
(20) Rebecca gives her husband the book.
(21) His wife gives Carl the book.
(22) His wife gives her husband the book.

Whereas in (19)-(21) a reading is possible where Rebecca and Carl (or the
pronoun plus noun) are spouses of each other, this reading is impossible in
(22). In other words: in (20) and (21) the pronouns can have their antecedent
in the sentence. This is impossible in (22). It seems to be the case that in
ordinary contexts circular reference of the pronouns is impossible:

(23) *His; wife; gives her; husband; the book.

The above examples seem to justify that reference of pronouns is well-
founded. Unfortunately, this is misleading under a certain interpretation and
certain assumptions. There are grammatical sentences where anaphoric reflex-
ivity is possible under an appropriate interpretation. The famous Bach-Peter’s
sentences are examples. Consider the following sentence (24).

(24) The secretary who knew him shouted to the farmer who did
not recognize her.

Let us consider the reading with the circular reference of the pronouns, i.e.
the reading where every pronoun has its antecedent in the sentence. In this
reading, the identification of the noun phrase the secretary is dependent on the
discourse referent of the pronoun him. This pronoun is dependent on the phrase
the worker who did not recognize her. In order to identify the worker, we have
to refer to the discourse referent of her, but the reference of this pronoun is
essentially dependent on the interpretation of the secretary. And at this point
the circle starts again.?

Notice: although (24) is obviously grammatical, the reference-structure of
the discourse referents can be interpreted as a circular phenomenon. Although
we will not analyze Bach-Peter’s sentence in more detail, we should mention
that in the standard syntax theory, government and binding theory, circular
references are blocked by a principle. It should be mentioned that there are
explanations of Bach-Peter’s sentences in GB that do not mimic the circular
character of the reference structure.?’

2.4.2 Circularity in Mathematics

Our next examples for circularity come from the wide field of mathematics.
An obvious and apparent usage of circular sentences to prove important results

26Tt should be mentioned that we need certain assumptions in order to perform this reason-
ing. First, it is necessary that the semantics is interpreted compositionally. Second, a certain
logical syntax is needed to get this interpretation. In contrast, a straightforward representation
of Bach-Peter’s sentences in first-order predicate logic is not circular.

2TCompare for example [Hi80].
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in the foundations of mathematics can be found in the famous incompleteness
theorem of Kurt Godel. Another famous theorem where circularity plays an
important role is the theorem of the undefinability of truth in sufficiently strong
enough languages by Alfred Tarski.?® Examining these results, the question
arises where the circularity comes in. Godel’s incompleteness theorem claims
that there is a sentence of arithmetic that is true (in the standard model) but
that is not provable in Peano-Arithmetic. Additionally, its negation is not
provable in Peano-Arithmetic as well. In order to prove this theorem, Godel
explicitly gave an example of a sentence that has precisely these properties.
Intuitively and strongly simplified, Godel’s sentence claims that the sentence
itself is not provable in arithmetic. The following dilemma occurs on an intuitive
level: if the sentence is provable, then the sentence must be false in the model
which is not possible. If the sentence is not provable, then the sentence is
true (because it claims its own unprovability). Hence, the system must be
incomplete.

The importance of Godel’s theorem cannot be underestimated. The con-
sequences for the foundations of mathematics were enormous. For example,
Godel’s theorem made clear that Hilbert’s program of ’reliable mathematics’
cannot be successfully accomplished.?® Additionally, in a certain interpretation
of the incompleteness theorem not only a principal borderline of the concept
of provability can be established but a principal borderline of human reason-
ing as well. Nobody is able to go behind certain axiomatic theories because
of principal reasons. Finally, complexity theory is not conceivable without this
result.

Tarski’s theorem of the undefinability of truth in sufficiently strong
languages uses a self-referential sentence, too. Tarski constructed a sentence
that claims of itself to be an element of a theory (self-reference lemma). This
sentence can be used to prove that truth is not definable in languages that
contain at least arithmetic (or more generally an appropriate elementary
coding schema which is quite similar to arithmetic). Tarski’s theorem was
very important for the development of type theory and for the development
of a theory that specifies what it means for a sentence to be true in a model.
Additionally, because of Tarski’s theorem the examination of higher-order
logics became more important. The reason for this is that one can show that
truth of first-order theories can be defined in second-order logic.

The most famous paradox in the foundations of mathematics was found by
Bertrand Russell. He recognized that naive set theory with unrestricted com-
prehension axiom is inconsistent. There are nice and intuitive representations
of the Russell paradox in natural language. One version can be found in [Sa95].
In this version, the Russell paradox has the following form: Assume that there
is a barber in a small village in Italy who shaves exactly the persons in the vil-
lage that do not shave themselves. This works for all people except the barber

28Compare [Go31] and [Ta56].
29Gome researchers claim that this thesis is too strong. We do not want to discuss the
influence of the incompleteness theorem on Hilbert’s program in detail here.
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himself: who shaves the barber? If he shaves himself, then the above constraint
implies that the barber is a person who does not shave himself. On the other
hand, if the barber does not shave himself, then he would need to be shaven by
the barber (because the barber shaves exactly the persons in the village who
do not shave themselves). We are in a dilemma. An intuitive explanation of
the above situation can be given by the claim that a barber characterized by
the above constraint does not exist in the village.

In set theory, we have the following version of our little story of the barber
in an Italian village. Consider the set X that is characterized by the following
definition:

X={z|xz¢x}

The problem of the last collection becomes obvious, if one asks whether X
itself is an element of X or not. Assume it holds X € X. Then the following
reasoning is valid:

XeX = Xe{z|xé¢a}
= Xé¢X

= Xd¢{z|x¢a}
= XeX

This implies that it holds X € X < X ¢ X, which is a contradiction. The
standard way out of these kinds of paradoxes in set theory (the Burali-Forti
paradox in the theory of ordinals is of a very similar type) is to prevent
definitions like X = {x | ¢ z}, because these definitions do not define a set of
the universe. The formal axiomatization of ZFC drops the unrestricted com-
prehension axiom and adds the separation axiom. This modification guarantees
that these collections do not form sets, but are objects of a different type,
namely proper classes. And, in fact, there are classes that contain themselves:
for example, the collection X of all objects that are not coins must include
itself as an object, because the collection X is obviously not a coin. Classes
can intuitively be interpreted as sets that are too big in order to be ’real’
sets of the universe. Therefore, mathematicians introduced a new ontological
category (type) in their framework, namely classes. Notice that the mentioned
standard solution in ZFC set theory (namely to drop the comprehension axiom
and to add the separation axiom) uses the strategy to prevent that certain
collections are interpreted as sets. This is precisely the solution for the barber
problem. We deny the existence of such an object. There are other possibilities
to give reasonable solutions to the Russell Paradox, solutions that change the
concept of a set in other respects. We will not consider these possibilities here
and refer the reader to the two classical works [Ac78] or [RuWh27].

We want to end our discussion of examples of circularity in mathematics
with occurrences of circularity in some very obvious and basic mathematical
formulations. First, we make the following observation: On the one hand,
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circularity, or more precisely self-referential sentences, were used to prove some
of the most important results in the foundations of mathematics. On the other
hand, circular concepts can be used to introduce new mathematical objects.
We will see a set theoretical example later: the introduction of circular sets
(hypersets) can be based on solutions of set theoretical equations (or more
generally systems of equations). Very similar constructions occur in very basic
mathematical theories, too. Let us consider a trivial polynomial equation.

bxr =q

We assume that p and ¢ are integers. Now consider the pair (a,b) that corre-
sponds to the equation ax = b. We define equivalence classes on these pairs
according to:

[(a,b)] = [(¢,d)] < ad = bc

If we define 1 as the equivalence class [(1,1)] and 0 as the equivalence class
[(0, 1)], then one can check quite easily that this construction satisfies the axioms
of a field. Now we can calculate for every px = ¢ that x = [(q, p)] where [(g, p)]
is the equivalence class of (g,p) as defined above. In other words: We have
introduced the rational numbers via solving algebraic equations.

The important difference between the introduction of integers and the
introduction of hypersets (compare Chapter 11) is the fact that in the above
algebraic example no real circularity occurs. The indeterminate x does not
occur on both sides of the equation, whereas in the set theoretic extension of
ZFC we will see later exactly that will happen.

Even in ordinary mathematics we can find this kind of circularity, for ex-
ample, in the theory of ordinary differential equations. The following equation
has a unique solution.

d? d

dTUJ; + a% = f(z)

In a certain sense, this equation is circular, because on both sides of the equation
we have occurrences of the function symbol f (even though on the left side the
occurrences of f are occurrences of derivatives of f). Standard techniques of
the theory of ordinary differential equations guarantee that the solution can
be effectively calculated. In a certain sense, our example is a ’good’ form of
circularity, because we can solve the equation and we get a solution. Another

"good’ form of equation is an equation of the form

flx) = flz+1)

The solution class for this equation is the collection of all functions that are
constant. Whereas we have a solution for this case, this does not hold for
equations of the following form.
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There is plainly no function in mathematics that satisfies the above equation
because a solution would contradict the definition of a function. What is the
principal difference between the mentioned equations and their different behav-
ior? The difference is that, in one case, the equation describes an ’object’ that
does not exist in mathematics, whereas in the other case there is a function (or
number) that satisfies the equation. Like in the case of set theory and the def-
inition of collections, we are confronted with the fact that certain 'definitions’
make no sense, others do. Circularity is not necessarily a sufficient condition
in order to create a ’bad’ definition. Quite often, circularity can be used to
strengthen a given theory and to introduce respectable objects in mathemati-
cal discourse.

2.4.3 Circularity in Logic

In a certain sense, most of the mentioned examples of circular phenomena
are logical examples. In this subsection, we mention a paradox that occurs
in predication theory. Historically, the paradox is due to Grelling.?’ It is
structurally different from the examples above because we do not consider truth
values of sentences, or self-referential sentences, but simply extensions of a
predicate. Nevertheless, it is quite similar to the above examples as we will see
in a moment.

Let us consider satisfaction relations concerning predicates. We call a word
"heterological’ if it does not apply to itself. For example, 'long’ is a heterological
word, because it does not apply to itself, whereas 'short’ is not heterological,
because it applies to itself. (We assume an appropriate pre-understanding that
words that have equal or less than five letters are ’short’). The problem is this:
is ’heterological’ a heterological expression or not? If it is heterological, then it
does not apply to itself, which means that ’heterological’ cannot be heterological
in accordance with the definition of heterological expressions. Therefore, we
have to assume that ’heterological’ is not heterological, that is: it does not apply
to itself. But this is the definition of heterological, therefore ’heterological’ is
heterological. We have to conclude: ’heterological’ is heterological if and only
if ’heterological’ is not heterological. Again, we are facing a paradox.

One strategy to prevent this paradox is to apply our set theoretic account.
Predicates like ’heterological’ simply do not exist in our universe of discourse.
The similarity between set theory and predication theory is not so surprising,
because the extension of a predicate is usually interpreted as a set of those
objects that satisfies the predicate. (Exactly this is the point where we have
the similarity to the comprehension axiom in naive set theory). A way out
would be to introduce predicates of a higher type, very similar to set theory
where classes are these collections.

30The example is taken from [Vi89], p.621. The paradox was found by the mathematicians
Grelling and Nelson in 1908 (compare [GrNe08]).
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2.4.4 Circularity in Computer Science

We finish this section with some remarks concerning circularity in computer
science. We choose a very informal form for the presentation of this introductory
part. Unfortunately, it is not easy to present some interesting features about
circularity in computer sciences without becoming quite formal and technical.
Therefore, we refer the reader to [BarMo96, Rut95, Rut96, MiTo91] for a more
explicit and larger overview. These works are also the place to find further
papers about this topic.

Our first example is the concept of streams. If a set A is given, a stream
s = (a, ') is a pair such that a € A and ¢’ is another stream. If one wants to
speak about properties of streams, it is useful to be able to extract from a given
stream s = (a,s') the first element 1% and the second element 2"¢. Let 1%
and 2"¢ be functions extracting from a given stream s the first and the second
element, respectively. This corresponds to projection functions in recursion
theory. Now the following problem arises: if s is of the form s = (a, s) (or more
precisely, s = (a,"s") where "s™is a name for s), then it is not clear a priori that
this stream has a set theoretical representation in ZFC. The problem is that in
ZFC the foundation axiom does not allow collections that contain themselves
as objects. At this point, the theory of hypersets can be used to give streams
a general and natural set theoretical foundation. Additionally, if we represent
the set of all streams over A by A°°, then we have obviously: A C A x A*.
At the same time, A x A% C A® should also hold, because a pair (a, s) where
a € A and s € A% seems to be a stream in its own right according to our
definition of streams. So the collection of all streams should satisfy the equation
A x A® = A>® 31 This set A>® does exist in ZFC, namely the collection of all
infinite streams. This collection is in fact a set of the universe.

Let us assume for a moment that we already have a set theory in which
such non-well-founded collections like s = (a, s)do exist, referring the reader to
later chapters. How can we define operations on single streams? For example,
assume we want to define for a given stream

s = (n1, (n2, (n3...,)))

the stream

s' = (2n1, (2na, (2ns, ...,)))

where the n;s are taken from the positive integers. A natural idea to model
this is to model the above relation between streams via a function mapy that
is itself dependent on a function

fN—N:n+——2n

Then, map; can be formulated as follows.

mapy : A — A® :s+— <f(18t(3)),mapf(2”d(s)))

31 An explicit discussion of these claims can be found in Chapter 13.
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The reader can easily check that we can calculate:

mapf((l, <27 <3, >>>) = <27 <47 <67 e >>>

That is the desired result. It is important to notice that the definition of mapy
has a certain similarity to recursive definitions, although there is no real base
case where the recursion can be founded. Later, we will examine various kinds
of these, so called corecursive definitions. Additionally, we should mention an
important feature of these kinds of definitions: we work with infinite objects.
In ordinary recursion theory, although we can define recursively infinite sets of
objects, each single object in the collection is usually considered as finite. In
the above examples, we define explicitly infinite objects via corecursion, namely
infinite sequences (streams). In later chapters, we shall consider the theory
of corecursion that provides quite general techniques to define operations on
streams (compare Part IV for further information).

A further example where circularity plays a role in computer sciences is the
theory of labeled transition systems. Labeled transition systems can intuitively
be understood as automata. We will consider the following definition specifying
the concept of labeled transition system.

Definition 2.4.1 Assume a set Act of actions is given. (The set Act is
considered as ’atomic’ in the sense that there is mno further analysis of
these actions.) A labeled transition system T is a pair T = (S,9), such that
S is a set (representing states) and ¢ : S — p(Act X S) is a transition function.

Intuitively, if (a,t) € §(s), then this can be interpreted as: given state s we can
move from s via action a to state ¢. This can be represented as follows: s — ¢.
The transition function is not necessarily deterministic. We want to consider
an example to make the situation easier to understand.??> Assume we have an
atomic set of actions given by Act = {beat, stop}, and we define T as the set
T = ({heart, heart attack}, ) where § is given by the following two equations

0({heart}) = {(beat, heart), (stop, heart attack)}
d({heartattack}) =0

The described labeled transition system models the functioning of a heart.
Our system heart can perform two transitions: either it can beat, after which
it is still in the state heart, or the heart of the animal can stop beating. Then,
the animal is in the state of a heart attack. (We assume here that there is no
physician available to save the life of the animal.) If the animal is in the state
heart attack, then there is no action to get out of this state. An important
feature of our example is that we identify intuitively the system itself ’heart’
with its behavior (properties) to be something that is beating. In the case that
the system 'heart’ is no longer beating, it is no longer a heart. Therefore, our

32The following example is taken from [BarMo96].
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systems can be described by the following equation:
heart = beat.heart + stop.heart attack

Again we are faced with a problem to represent those examples in standard
ZFC set theory, because there are no sets that satisfy the above equation.
Again, hypersets can be used to model this state of affairs.

In the next section, we add some remarks concerning circularity occurring in
philosophical contexts. The rejection of an argument in philosophical discourse
because of a vicious circle in the argument is quite common.

2.5 Circularity in Philosophical Explanations

2.5.1 Scepticism

In this section, we examine some features of circularity in philosophical debates.
It seems to be the case that circularity occurs relatively often in philosophical
contexts, especially in order to show that someone’s argument is in one or the
other way 'begging the question’. Good examples can be found in the history
of analytic philosophy. For example, consider the famous argument of G.E.
Moore to show that there is a physical reality and we are not brains in a vat
(referring to Putnam’s famous example to give an anti-skeptical argument that
Moore did not know).33 The standard criticism concerning Moore’s argument
of the existence of a physical reality is the claim that Moore is begging the
question, because his argument contains a vicious circle. The argument can be
formulated as follows:

Premise 1: I know that I am eating a sandwich right now.

Premise 2: If I know that I am eating a sandwich right now, then I know
that I am not a brain in a vat in an otherwise empty world.

Conclusion: I do know that I am not a brain in a vat in an otherwise
empty world.

The standard criticism in philosophical debates concerning the above
reasoning can be summarized as follows. The sceptic tries to question the
reliability of perceptual knowledge in reminding us that it could be the case
that we are brains in a vat. Moore is rejecting scepticism by an argument
that crucially depends on Premise 1, namely the claim that I know that I am
eating a sandwich right now. That is to claim that I know something about

33A good presentation of Moore’s argument can be found in [Wa99], p.86. Usually, it is
assumed that Warfield’s presentation is a correct interpretation of the original argument of
Moore.
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my perceptual knowledge, in our example that I am eating a sandwich right
now. So, to prove that perceptual knowledge is not misleading, we assume that
perceptual knowledge is not misleading. This is a circular argument. Even
though the formulation does not make this explicit (and the circularity is in
a certain sense hidden), the circular aspect of Moore’s argument seems to be
quite obvious when we consider the basic claim behind the formulations of the
premises and conclusion.

In an important respect, the same kind of circularity as in Moors’s case
arises in Putnam style arguments against scepticism. Without considering in
depth the partially highly sophisticated and difficult debate concerning the
scepticism/anti-scepticism arguments in recent philosophical discourses, we
only examine the very basic form of Putnam’s argument.?*

Premise 1: I can truthfully think 'T am a brain in a vat’.
Premise 2: A brain in the vat cannot think 'I am a brain in a vat’.

Conclusion: I am not a brain in a vat.

Whereas premise 2 is essentially based on the assumption that semantic
externalism is true, it is not sufficient for premise 1 to assume semantic exter-
nalism in order to be true. That holds, because semantic externalism makes
a claim about references of (certain) notions, but does not provide us with a
real basis to assume that we are really outside of a vat. To put it differently:
Semantic externalism tells us that reference and meaning are not only in the
brain but also at least partially related to entities outside of the brain. (To
what extend the outside aspect comes into consideration varies, dependent on
the particular philosophic position.) The important point is that in order to be
able to think truthfully ’I am a brain in a vat’, we have to presuppose that we
are in fact not brains in a vat, because our notions refer to physical objects. In
other words, the argument has a circular character and can be reduced to the
reasoning: I am not a brain in a vat because I assume that I am not a brain in
a vat.

We shall mention a further point in this context. It is obvious that in order
to be able to state the above argument, the individual stating the argument
must formulate it in a meta-language that is rich enough to speak about the
situation of the brains in a vat as well as about the situation in the physical
world. This is not possible for the brain in a vat by the assumption of semantic
externalism. Nevertheless it is a necessary condition for the validity of the

34Compare for different explications of Putnam’s claim [Pu81]. Other sources are [Wa99),
p.78 or [Br92], pp.48. There are many different versions of this argument depending on the
strength of the claim. Whereas Warfield tries to argue for a relatively weak claim, namely
that only some a priori knowledge about my own reasoning is necessary, in Brueckner and
Putnam’s own papers it is quite obvious that the claims are much stronger. These authors
seem to argue for the claim: "We know that disquotational truth-conditions hold in our world’.
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argument to be able to speak about both cases (and to compare them), i.e.
the individual making the claim cannot be inside the vat. Therefore, we
presuppose that we are not brains in a vat. Again, the circular character of
our reasoning is quite obvious.

Historically, the philosopher who was considered as the first one who gave
a strong anti-sceptical argument was René Descartes. Even his argument has a
circular character as was shown in [BarMo96]:

"The reason is that Descartes’ act of doubting itself requires
thinking and Descartes was aware of this. Basically, Descartes’
famous dictum is shorthand for something more like this: I am
thinking this thought, and this I cannot doubt because my doubting
requires my thought.”3>

It seems quite obvious that every argument that is 'self-refuting’ in character
or a performative self-contradiction has a certain intrinsic circular character. In
the last years, especially John Searle argued for circular features of large parts
of intentionality. We cannot discuss this here and refer the reader to [Se83],
but we want to point out the intuitive idea behind that, based on the analysis
of intentions by [Gr66]. If a person A has intention I by uttering S, then this
is usually explained by saying that A wants to produce a certain effect in the
audience by making them aware of his/her intention .36 This is an essentially
circular explanation of the philosophical term intention.

The rejection of philosophical arguments by philosophers because of a hid-
den circularity in the argumentation is very common in philosophy. In ancient
times, one version of these rejections (occurring very often, especially in the
writings of Aristotle) is the claim that a certain argumentation yields an infi-
nite regress. Aristotle used infinite regresses quite often to show that certain
possibilities cannot be true and must therefore be replaced by their contrary.
Another good source for examples of this kind of arguments in philosophy can
be found in the writings of the sceptic Sextus Empiricus.?”

2.5.2 Explanations

Usually, an explanation is considered as bad if one uses a circular argument in
the explanation. Most important theories seem to be well-founded in the sense
that they assume a certain basis as given and are constructed on this basis.?®
As long as a theory is well-founded, we usually do not reject the theory because
of methodological reasons. One can argue whether the assumed axioms are
reliable or not, but one usually does not question the method.

Mathematics is essentially based on two formal concepts. First, set theory
provides the ontological basis for mathematics. This basis enables the math-
ematician to speak about mathematical objects, such as functions, relations,

35Cf. [BarMo96], p.51.

36Clearly, this presentation is a littel bit simplified in order to stress the important point.
3TCf. [Se94].

38Quite often an inductive process is involved in the construction.



2.5. CIRCULARITY IN PHILOSOPHICAL EXPLANATIONS 35

spaces, numbers, groups, or fields. Second, classical logic is used in order to
prove theorems in mathematics. At this level, we are using a meta-language
to be able to speak about objects of a particular theory such as group theory
or the theory of algebraically closed fields. For example, properties of objects
in mathematics are represented in this meta-language. There is an important
second aspect of logic in mathematics, namely the aspect that we need to for-
mulate set theory axiomatically. Whereas naive set theory provides us with no
consistent framework to speak about sets, axiomatic set theory, for example
ZFC, does. And ZFC is quite successful: most mathematical discourses can be
formulated in ZFC. Now, ZFC is axiomatized in first-order logic and exactly
here is it where a flavor of circularity of the foundations of mathematics comes
into consideration. In order to state the proof-theoretical part or the semanti-
cal part of first-order logic, we need set theory. That is true because we need
to code the objects in logic as 'mathematical objects’, and this must be done
using set theoretic tools. Set theory as formulated in ZFC is only available in
an axiomatic version using essentially first-order logic. Logic cannot be used
without set theory and set theory is essentially axiomatized using first-order
logic. The problem can be described in other words as follows: logic and set
theory are not established as mathematical theories independently. They are
crucially based on each other in a reciprocal way.

The usual strategy to avoid this problem is to refer to the meta-language
character of set theory when first-order logic is established, and on the other
hand the meta-language character of logic if one establishes set theory. There-
fore, the circular character is more complex. ZFC and logic are not connected
on the same language level but each theory is used as a meta-theory to define
the other one. What is prior? Set theory of logic? It seems simply to be the case
that there is no absolute basis for the establishment of mathematics. Relative
to the reliability of set theory and first-order logic, no problem arises.3”

Although the mathematical foundations were in a crisis at the beginning of
the 20th century, we do not speak about a crisis in the foundations of mathe-
matics today. In a certain sense, we believe that the foundations of mathematics
on logic and set theory give us a reliable and sufficient basis for doing mathe-
matics in sciences. (The research going on in set theory and logic are usually
motivated by other problems, such as what consistency principles do we need
for ordinary mathematics or what logics do we need in order to model certain
phenomena?) Practically it is clear that this is quite reasonable simply because
of the fact that it works, and we do not have an idea of a better foundation of
mathematics.

What can be said about philosophical explanations? We want to argue
for the thesis that under certain circumstances it is quite reasonable to accept
philosophical explanations (and definitions) that are circular in nature. To
make this clearer: it is indisputable that the ordinary way to give an analysis
of philosophical contexts should be formulated in a well-founded way. But it is

39Tt should be mentioned that the content of axioms in set theory, expressing the very basic
properties of sets is questionable. Some researchers think that the power set axiom is not a
good axiom, other question the reliability of the union axiom.
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not acceptable that a philosophical argument should be rejected simply because
there is a circular aspect in the consideration. We will see in the following
subsections that there are in fact philosophical analyses that are circular and at
the same time reliable in their content. We begin with some remarks concerning
the ontological status of events.

2.5.3 Events

We shall consider a hypothetical example. Two highly discussed (and con-
troversial) concepts in philosophy and linguistics are the concept ’event’ and
(sometimes connected with it) the concept ’causality’ (or ’causal relation’
etc.) We consider the following two definitions of an event and a causal relation.

Definition 1: An event is the cause or the effect of a causal connection.

Definition 2: A causal connection between two events A and B is a
relation that holds between A and B and is governed by regularities.

The problem is that the two definitions are circular in the sense that Defi-
nition 1 makes no sense without Definition 2 and Definition 2 makes no sense
without Definition 1, provided we do not know a priori one of the concepts.
Nevertheless, it is important to notice that the above definitions are not trivial
in character, because the important impact (and all the work that has to be
done) must be captured in the regularities that determine the relation between
the events A and B. These regularities are captured by laws of nature that are
representation in standard physical theories.*?

We have not specified anything concerning these regularities, but it is only
important to get a flavor of the principal idea, namely that sometimes it can
happen that it is reasonable to accept definitions like the one above. To clarify
things: the claim is neither that circular definitions should be preferred, nor
that we should replace well-founded definitions and explanations by circular
ones. The claim is simply that circularity alone should not be the reason for
rejecting the introduction of a particular concept. An important concept that
works quite well in applications and yields interesting results based on a circular
argumentation is better than no concept at all.

2.5.4 Circularity and Epistemology

The above claims have a similarity to some recent developments in epistemol-
ogy. Whereas many philosophers claim that the development of a well-founded,
non-circular, and reliable theory of knowledge is in principle impossible - and

9Tt is clear that there are other alternatives to introduce events and causality. One is to take
events as primitive or intuitively given without any further explanation. Another alternative
is to reduce causal relations to formal laws given by an equation. It seems to be the case that
physics tends more and more to become a discipline where everything can be described by
equations (or formulas).
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therefore prefer one or the other form of relativism - Ernest Sosa proposes a
theory of knowledge that is circular to a certain extend but nevertheless should
be reliable (according to Sosa). Sosa wants to support a kind of epistemological
externalism. He disagrees with authors like Davidson, Rorty, or Williams to
argue for one or the other form of internalism. According to Sosa, internalism
is not a good basis for or against a certain belief because of the following coun-
terintuitive argument: If internalism was true, every belief would be equally
justifiable. He accepts the claim that a complete theory and understanding
of knowledge is impossible.*! Furthermore, he agrees that there is a circular
character in the concept of knowledge. The following quotation makes this clear.

?The answer might come back: ’But once we had an argument
A for W [where W represents a total way of forming beliefs, K.K.]
being reliable from premises already accepted, we would embed our
faith in W’s reliability within a more comprehensive coherent whole
that would include the premises of our argument A.” And it must be
granted that such an argument would bring that benefit. However:
we know that such an argument would have to be epistemically
circular, since its premises can only qualify as beliefs of ours through
the use of way W. That is to say, a correct and full response to
rational pressure for disclosure of what justifies one in upholding
the premises must circle back down to the truth of the conclusion.”*?

We can describe this situation as follows: Even if we have a 'total way of
forming beliefs W’ - or a theory W that provides us with a methodology for
forming beliefs - this very theory itself is subject to a theory of knowledge,
because it is not immediately given (if one argues for a rationalist position).
In order to justify the premises for that theory W, we have to refer back to W.
That is essentially a circular move. In other words: In order to judge whether
a belief is reliable or not, we have to refer to W in order to establish a basis to
form beliefs. This very theory itself must be justified as knowledge (or belief),
a task that cannot be done in a non-circular way. But as Sosa points out, this
is not a breakdown argument for the very idea of a theory of knowledge. The
following quotation makes this clear.

"E: A belief B in a general epistemological account of when beliefs
are justified (or apt), when that applies to B itself and explains in
virtue of what it, too, is justified (apt).

G: A statement S of a general account of when statements is
grammatical (... ) that applies to S itself and explains in virtue of
what it, too, is grammatical.”

P: A belief B in a general psychological account of how one acquires

41Cf. [S094], p.93 and p.109.
120Cf. [S094], p.107.
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the beliefs one holds, an account that applies to B itself and explains
why it, too, is held.

Why should E be more problematic than G or P? Why should there
be any more problem for a general epistemology than there would
be for a general grammar the grammaticality of whose statement
is explained in turn by itself, or for a general psychology belief in
which is explained by that very psychology.”*?

Sosa’s argumentation yields the claim that, although a certain reasoning
might be circular (or includes a circular reference, or can be applied to itself),
this reasoning cannot be necessarily rejected. This is in the spirit of this work:
circular phenomena can be detected in various areas, and the task is not to
eliminate them per se, but rather to accept the facts and model them as far
as this is possible. Not the existence of circularity is the problem, but the
reliability of the argument.

In the next section, we shall consider certain conceptual aspects of circular-
ity. The idea is to give a conceptual explanation of what circularity is.

2.6 A Conceptual Discussion of Circularity

We considered a lot of examples of circular phenomena. Although from an
intuitive perspective it is relatively clear what we mean when we talk about a
circular phenomenon, it is much more difficult to make it conceptually clear (on
a philosophically sound basis) what circularity is. In other words, although the
described phenomena in this section are intuitively obvious, it is nevertheless
an obstinate problem to define what it is for an entity to be circular.** This
section is devoted to this problem.

It is clear that not every paradoxical situation is necessarily circular, and
not every circular situation is necessarily paradoxical. We saw in the sections
above that there are a lot of phenomena that are circular in nature but make
perfectly good sense in ordinary (intuitive) reasoning. Conceptual examinations
of circularity need to address this property and need to give reasons why this
is the case.

Standardly, it is supposed that the essence of circularity lies in its property
to be self-reflexive: For example, the Liar sentence is circular, because this
sentence contains a demonstrative pronoun that refers to the sentence itself,
not an extrinsic entity. Most of the classical examples of circular phenomena
point this out. Additionally, most of the classical definitions of circularity are
based on this idea. We state this as a first approximation of a conceptual
definition of circular phenomena.

43Cf. [S094], pp.110/111.
44We use the notion entity for anything that can be circular (for example, sentences, propo-
sitions, predicates, arguemnts etc.).
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(1) An entity is circular if and only if it refers in one or the other
way to itself.

Although this condition is easy to apply to different examples, it does not
seem to be the correct condition for a conceptual characterization of circularity.
Whereas self-reference is clearly a sufficient condition for circularity, it is not
a necessary condition. The Liar circle (5) in Section 2.2 is a counter-example.
No sentence in (5) refers to itself and nevertheless (5) is circular. It makes
simply no sense to say that the collection of all sentences in (5) refer together
again to the collection of sentences in (5). The reason for this is the fact that
it is not clear what it means for a collection of sentences to refer to itself. The
collection does not refer to the collection of all sentences, but every sentence
refers to another sentence in the collection. Therefore, it is not possible to
keep (1) as a good definition.

If we take the Liar circle into account on the one hand, and the fact that
self-reference is nothing else than a circle of length one on the other hand, we
could generalize the idea by saying that circularity consists in the fact that
there is a circle of length n (for n € N) concerning the reference of the entity.
Although this explanation is itself circular in character, it comes quite close
to the state of affairs. Graphically, it is possible to draw a diagram for the
reference. We state this idea as a second (and hopefully better) approximation
of circularity.

(2) An entity is circular if and only if the chain of references of the
entity finally refers back to the entity itself.

Notice that the expression “chain of reference ... refers back to itself”
essentially describes the features of a circle. In a certain sense, we do not
explain circularity in a classical sense: to say that circularity is essentially to
have a circle in the reference chain does not satisfy anyone who is sceptical
concerning circular explanations, because we are explaining the definiendum
with itself (or with a slight simplification of the definiendum). Additionally,
(2) does not explain why there are good forms of circularity and why there are
bad forms of circularity. Why does circularity sometimes lead to paradoxes
and sometimes does not? How can we fix this problem?

The common feature of the above approximations of a conceptual definition
of circularity is the fact that self-reference as well as circle reference of length
n yield an infinite regress. This infinite regress can be described as a non-well-
founded phenomenon. This seems to be an important point, because nearly all
kinds of cognitive achievements can be summarized as follows: try to find a
basis on which the whole reasoning can be founded. If this basis is established
use rules of logic (clearly these rules can vary quite significantly dependent
on the ideological background and the topic of the theory) or common sense
reasoning in order to develop a theory for a phenomenon. The similarity to
inductive reasoning is obvious. Human reasoning is most often a representation
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of the world where reasoning is based on assumptions taken to be intuitively
correct and developed further via (intuitively) correct rules of logic. We can
state the well-foundedness hypothesis as a further approximation for a definition
of circularity.

(3) An entity is circular if and only if the entity is non-well-founded.
Well-foundedness means that there is a base case to start an evalu-
ation and there are rules that govern the further steps.

Many examples fit quite nicely into this conceptual definition of circularity.
Unfortunately, a similar problem as in the above approximation (2) arises: there
are circles where the collection of sentences is not itself non-well-founded, but
every single sentence is non-well-founded. To describe the feature of circular
entities to be not well-founded more closely we can say that at least there is
one aspect (which can be a truth value, a semantical evaluation, common sense
reasoning, or anything else) of the entity that is non-well-founded. In other
words, the problem of the Liar sentence is not that there is an intrinsic self-
reference in it, but that there is no possibility to assign a well-founded truth
value of this sentence that is inductively based on the assignment function
assigning truth values to terms. Or again expressed in other words: the problem
of the Liar circle is that there is no way to assign a well-founded truth value
to any of the sentences, precisely because the same thing as in the case of the
classical Liar sentence happens. Notice that we do not claim that the collection
of all sentences of the Liar circle is non-well-founded.*®> But we do claim that
there are aspects in the Liar circle that include non-well-foundedness. We give
the fourth approximation of a definition of circularity as follows.

(4) An entity is circular if and only if there are aspects of this entity
that are non-well-founded.*6

Can Definition (4) explain why some forms of circularity yield paradoxes
(or can cause a pathological behavior in general) but others do not? Obviously
this is not the case. Up to now, there is no possibility to have criteria in
order to make such distinctions. What can be said about this problem? Well,
in a certain sense, this whole work tries to give an answer to this question.
In a mathematical context, a circularly defined object is pathological if it is
impossible to define it using well-founded principles.*” In Part III of this work,
we will see that it is possible to define subsets of w circularly that are also
definable using classical (second-order) techniques of mathematics.

We can say the following. A circular phenomena is pathological in its be-
havior if there is no well-founded possibility to define it. On the other hand,

45Tt seems hard to get an idea of what that means at all.

16We take the term aspect as an intuitively given concept that does not need further expla-
nations.

4"This claim is stronger than the claim that every object needs to be defined by an induction.
A pathological circular definition means in this context a definition that defines an object
outside of mathematics.
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phenomena that do not behave paradoxically do allow in one or the other way
a well-founded representation (modeling).*® We state this as a conjecture.

Conjecture 2.6.1 A circular entity is pathological if it does not allow an ap-
propriate representation that is well-founded in the mathematical sense of well-
foundedness.*

This conjecture has the features of a philosophical thesis that must be ex-
amined more closely with the means of mathematical tools. This work can be
interpreted as attempt to support this thesis. Although we do not think that
this work will give us a complete overview and a complete discussion of this
topic, at least one can consider it as a step towards a philosophically sound
examination of the nature of circularity.

2.7 History

Semantic paradoxes like the Liar sentence and the problem of truth in natu-
ral languages are well-known since ancient times, although there are not many
written texts concerned with this topic in the classical Greek and Roman tra-
dition. The example of the Cretan, who claims that all Cretans are liars, was
first mentioned by Epimenides. Diogenes refers to Eubulides as one of the
first who discovered Liar-like sentences. Furthermore, Aristotle, Theophrastus,
and Chrysippus can count as ancient writers about the Liar paraodx.’® (It is
believed that Theophrastus has written ten books about the Liar paradox.)>!
Different versions of semantic paradoxes in the medieval times can be found in
Buridan (cf. [Bu82]), a medieval philosopher who wrote a book about para-
doxes and provided a certain solution for the Liar paradox by claiming that the
Liar-like sentences are plainly false. A good collection of semantic paradoxes
can be found in [BarEt87] and [GuBe93]. A further reference is [Mc91].

The father of the examination of truth concepts in formal languages is Alfred
Tarski. He was the one who proved in [Ta56] that a truth predicate is not
definable in the object language in sufficiently strong languages. Circularity in
the theory of knowledge was (as far as the author knows) first discovered by
David Lewis in his Ph.D. thesis [Le69]. A further analysis and the modeling
of common ground versus private knowledge were provided by Barwise (Cf.
[Bar90]). Further ideas concerning this topic can be found in [BarMo96] and
for a different formal account in [BaMoSooo].

A good overview of circularity in mathematics, computer sciences, philos-
ophy and other fields is provided by [BarMo96]. Probably, this is the only
available book that was written in an interdisciplinary style including many
different features of circularity. Circularity in philosophical argumentation is

48Notice that this includes the definition using transfinite inductions.

““Notice that the mathematical sense of well-foundedness is clearly and precisely specified.
It is not necessary to add further specifications concerning the nature of mathematical well-
foundedness.

50For interesting historical remarks concerning ancient books about the Liar paradox we
refer the reader to [Bo65], p.151 and pp.2501f.

5!Compare [Bo65] for further information concerning the historical context of paradoxes.
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probably as old as philosophy. It is quite common in philosophical discourses
to claim that a particular argument is circular in order to reject it.



Chapter 3

An Overview of the Topic

The literature about circularity and in particular about special techniques to
model circularity is enormous. It is not easy to see the trees in the woods
because of the overwhelming number of papers and books about this topic. As a
consequence a work discussing a collection of different approaches to circularity
must be necessarily incomplete. This dissertation is not an exception. In this
chapter, we summarize which topics are captured in this work and we give some
reasons why the material is chosen in this way.

We begin with the most famous example of circular phenomena, namely the
pathological behavior of circular sentences in sufficiently strong languages. If
one takes semantic paradoxes, in particular, the Liar paradox seriously, then
there are different possibilities to model circularity and there are different pos-
sibilities simply to block paradoxes in one or the other way. These two pos-
sibilities are the choices one can adopt in order to prevent the whole system
from becoming inconsistent. Because of Tarski’s theorem, it is impossible to
define a truth predicate in sufficiently strong languages. First, we consider some
strategies to block pathological sentences.

One can restrict the syntax of the object language. This was done by Tarski
himself and yields the introduction of a hierarchy of languages.! Russell and
Whitehead (in [RuWh27]) also used type theory to prevent their system from
facing the same destiny as Frege’s system, namely from becoming inconsistent.
Intuitively, this strategy shifts expressions about the truth of sentences to an-
other language.

If one considers semantical paradoxes in natural languages, the strategy to
block circular sentences can be translated into the statement as the Liar sen-
tence is syntactically non-well-formed (in the object language). Although this
seems to be counterintuitive - because obviously there is nothing syntactically
wrong with a Liar-like sentence - this is at least a possibility to solve the prob-
lem with brute force. Notice that even in formal languages there are no reasons
at all why we should argue that a Liar-like sentence of arithmetic cannot be
expressed. The advantage of this strategy is to preserve classical logic and
classical model theory.

A little bit more sophisticated concerning the syntactical restrictions of lan-

LCf. [Ta56).

43
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guages is the strategy to argue that self-referential sentences are syntactically
well-formed sentences, but they do not express propositions. As a consequence,
Liar-like sentences are sentences, but they cannot produce paradoxes, because
they do not denote propositions that can be semantically evaluated.? This
account is quite old and was historically proposed by John Buridanus.?

Although the last strategy seems to be quite intuitive, there are also doubts
whether this is a reasonable solution. First, in the case we reason about the
Liar sentence we reason in a particular way. For example, consider the follow-
ing reasoning: ”Assume the Liar sentence is true, then it must be true what
the Liar sentence claims, and therefore the Liar sentence is false etc.”. It is
quite counterintuitive to give an explanation of what we are doing when we
reason about this sentence, if we assume at the same time that we do not refer
to (or express) a proposition while we are reasoning. Another problem is that
this account works for Liar-like sentences, but other forms and occurrences of
circularity cannot be modeled in this approach. A further reason for the claim
that this path is not very interesting from our perspective is the following: how
can we methodologically sound argue which self-referential sentences denote
propositions and which sentences do not? We saw in Chapter 2 that there are
self-referential sentences that make perfectly good sense (and are not paradox-
ical), and we do not want to exclude these sentences from our language. How
shall we decide which sentences denote propositions and which sentences do
not without begging the question?* A final reason for rejecting this ’simple’
solution is the fact that for the development of formal semantics for natural
languages, it is quite important to find a possibility to represent pathological
propositions in our theory. This is not possible by simply saying there are no
such propositions.

Because of these reasons nothing will be found in this work about a 'mod-
eling’ of circularity by simply rejecting that there is anything like circularity
in natural or formal languages on an object language level. We want to
examine more sophisticated frameworks in which there exists a possibility to
formulate self-referential sentences (or propositions). These frameworks cannot
be as easy as the above rejection and require sometimes a quite large amount
of sophisticated mathematical framework, but the advantage is that these
frameworks give us the chance for a better analysis and a better understanding
of the phenomena. Moreover, they help to give a more precise idea as to what
circularity really is.

We shall consider the second alternative, namely the alternative which tries
to model circularity. In doing this, one has several choices.? Three possibilities
to model circularity can be summarized as follows:

2It is important to notice that this move does solve the problem only if one adopts a theory
where propositions are the bearers of truth.

3Cf. [Bus2].

4Notice that the choice which sentences should be excluded presupposes an analysis and
understanding of the paradoxes. The described attempt is in fact a form of begging the
question.

®Compare the following remarks with [Fe84].
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e Change the underlying logic.
e Change the semantics (model theory).

e Change the basic objects of mathematical discourse, i.e. introduce circular
sets.

The first possibility mentioned above prevents paradoxes by modifying the
underlying logic. This results directly in one or the other kind of non-classical
logic. For example, Kripke’s approach® uses a non-classical logic with three
truth values (a sentence can be true, false, or neither true nor false) instead
of the classical bivalent logic. Because logicians have developed an incredible
number of different non-classical logics in the last sixty years, there are many
possibilities to reformulate Kripke’s approach in other logics as well.

What else can be said about the logical account of modeling circularity? The
modification of the underlying logic gives us a possibility for a formal represen-
tation of Liar-like sentences in the object language in a consistent framework. In
non-classical logic, not every sentence must necessarily be true or false. There-
fore, we can have pathological sentences in our language (like the Liar sentence)
and still be consistent because these sentences get a non-classical truth value
(for example 'undefined’, or 'neither true nor false’, or "both true and false’ etc.).
We will consider this branch of modeling circularity concerning the semantical
paradoxes in Part II of this work. We shall use the quite general framework
of bilattices in order to represent the ideas of Kripke and Martin/Woodruff.”
Using bilattices (instead of semilattices as Kripke proposed) has the advantage
to be more general and to be able to model different approaches in one frame-
work. Bilattices will give us a tool at hand that is general enough to model the
three-valued Kripke account (using the strong-Kleene evaluation), the three-
valued Priest account using a paraconsistent logic,® and the four-valued Visser
account’ as special cases of our general development. The generality of the
bilattice approach justifies the algebraically more difficult structure of a bilat-
tice in comparison with the structures used in ordinary presentation of Kripke’s
theory, usually formulated using CCPOs (so-called coherent complete partial
orders) or semilattices.

Partially defined truth predicates in a non-classical logic have some negative
features. One problem with this account is that it is not clear how to extend
the idea of a partial logic to other cases of circularity that are different from
the problem of truth. We saw in Chapter 2 that there are occurrences of
circularity in various disciplines. It is not clear how the partial logic approach
can be straightforwardly extended to these other phenomena. This is a
feature that weakens this particular idea quite strongly, if one takes a general
perspective into account. Nevertheless, the idea of partial logics to model
semantical paradoxes will be considered in Part II of this work as an important
development towards an appropriate theory of circularity. We will discuss the

5Cf. [Kr75].
"Cf. [Kr75] and [MaWo75).
8Cf. [Pr79).
9Cf. [Vis4].
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problems of how to extend this approach to other applications as well in Part II.

A further possibility we mentioned to model circular phenomena is to adopt
an alternative semantics. The idea is that syntactically self-referential sentences
are allowed in the object language and at the same time we use a classical two-
valued logic in order to evalute the sentences. The difference is to change the
model theory in a way that enlarges the expressive power of the theory but that
does not make the theory itself inconsistent. This is the account Gupta and
Belnap use in order to develop the so-called revision theories (of truth).°

A strategy of how to reduce the complexity of second-order logic to first-
order logic was developed by Henkin.!!' His idea was to introduce second-order
objects as objects that can be divided in various classes. These classes can be
interpreted in a first-order many-sorted logic. In this respect, Henkin did not
change the logic (in the sense that he used a non-classical logic as in the Kripke
account), but he changed the interpretation of the predicates in question, i.e.
Henkin modified the semantics. In a certain sense, revision theories are based
on a very similar idea. We will see in Part IIT how to extend ordinary definition
theories with circular definitions without becoming inconsistent using a modi-
fication of the underlying semantics (model theory). The idea of the revision
theoretic account is to treat ordinary predicates differently in comparison with
predicates that are defined by a circular definition. This is a very similar idea to
the account of Henkin: we introduce two different sorts of predicates.!? Because
there are many possibilities to extend classical semantics to a semantics which
can consistently interpret circular definitions, we have to deal with infinitely
many different semantical systems.

In Part III, we will examine revision theories and their various properties.
Most prominently, we will consider the definitional strength of these systems.
Because revision theories are a relatively flexible theory to model circular
phenomena, a number of applications are mentioned in Chapter 9. Finally,
we will discuss certain problems of revision theories and their conceptual and
ontological presuppositions. Although revision theories are a strong tool to
model circularity many conceivable applications of that theory are not spelled
out yet.

There is a further possibility that does not fit directly into the mentioned
strategies. If one models circularity, a natural idea is to change the 'nature’
of the corresponding mathematical objects. Because in standard mathematics
as well as in most applications of mathematical theories we are using sets in
order to represent objects of the domain, the new strategy is to change the
underlying set theory. This can be done using the theory of hypersets, a set
theory that does not require that sets are necessarily well-founded in order to

10Cf. [GuBe93]. We will use quite often the notion Gupta-Belnap systems in order to refer
to revision theories. We think that the notion Gupta-Belnap system makes the connection to
semantical systems more explicit in comparison to the notion revision theory.

1 Cf. [He50].

12 A5 it turns out in Chapter 8 the Gupta-Belnap S# and S* are too strong to find a recursive
axiomatization.
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count as respectable entities of mathematical discourse.

In classical set theory, there does not exist a set that contains itself because
such a set contradicts the so-called foundation axiom of ZFC.!3 Nevertheless
there is the possibility to extend the set theoretical universe with circular sets
(sets that contain themselves), such that the resulting set theory is consistent
relative to the consistency of ZFC. This extension of the universe of sets can be
done by dropping the foundation axiom and adding instead of the foundation
axiom one or the other form of a so-called anti-foundation axiom. We will
see in Part IV how this can be accomplished. In non-well-founded set theory
(sometimes also called the theory of hypersets), we can state an analogous
theorem to the recursion theorem in ZFC. This corresponding theorem is called
corecursion theorem.'® This will lead us to some further considerations in
category theory and the theory of coalgebras. Recently, these theories became
more and more important for theoretical computer science. Another path of
the theory of hypersets can be seen in applications: mostly, we will work in
one or the other form of situation theory. In situation theory, it is possible
to represent Liar-like propositions as well as the differences between common
ground and private knowledge. We will consider these aspects in Chapter 15.

Working in situation theory will support the fact that circularity is highly
context (or situation) dependent. In the previous accounts for circularity
(Kripke’s account as well as revision theories), contexts play no role in the
modeling of circularity. In situation theory, contexts and constraints can be
modeled to a certain extend, but situation theory is not general enough to
give a sufficient framework for all phenomena. The reason for this is, because
situation theory has no possibility to speak about constraints in the model.
We will add some more comments concerning this point in the final remarks
(Chapter 16) where we will consider some basic definitions from channel theory
in order to get an idea of what a possible further extension could be.

Our overview is very general in nature, because it categorizes everything
in relatively coarse concepts. There is a great number of works dealing with
circularity and paradoxes and it does not seem to be possible all the time to
find a particular account in our categorization. Our choice to consider the most
developed theories in each category is a natural choice that is justified by the
empirical results of these theories.

13For further information concerning ZFC set theory and their properties the reader is
referred to Chapter 11.

1 Qriginally, Peter Aczel called this theorem the final coalgebra theorem, because it is based
on the properties of the final coalgebra (of a given category) as well as the recursion theorem
is based on the properties of the the initial algebra (of a given category). Compare Chapter
14 for more information.
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Logic: Kripke’s Account
in the (Generalized Setting of
Interlaced Bilattices
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Chapter 4

Kripke’s Theory of Truth

Since the very influential work of Alfred Tarski on the non-definability of a truth
predicate in sufficiently strong languages,! many researchers tried to develop
a concept of truth that is able to circumvent the non-definability problem.
A major breakthrough was reached by the idea that truth predicates can be
defined partially (using a non-classical logic). These ideas were independently
formulated by Saul Kripke (Cf. [Kr75]) and Robert Martin and Peter Woodruff
(Cf. [MaWo75]) at approximately the same time.?

The idea of Kripke’s account is to use Tarski’s biconditionals in order to
get a transfinite hierarchy of new extensions of the truth predicate. Because
classical logic is not monotone, there is no chance to reach a fixed point in this
process using classical logic.? The idea of Kripke (and Martin and Woodruff as
well) was (were) to use a monotone non-classical logic. Whereas Kripke used
the so-called three-valued strong Kleene logic, Martin and Woodruff worked in
the weak counterpart, namely the three-valued weak Kleene logic. The main
difference between these logics is the logical evaluation of formulas including
subformulas that are assigned the third truth value. A good reference for these
logics is [K152].

In this chapter, we will introduce Kripke’s theory of partially defined truth
predicates on an informal level. In Section 4.1, we will present the basic idea of
Kripke’s account as well as the background theory Tarski developed. Section 4.2
deals with the algebraic counterparts of certain non-classical logics (three-valued
and four-valued logics): so-called CCPOs function as the algebraic counterpart
of three-valued logic and interlaced bilattices as the counterpart of four-valued
logic. We will summarize some of the most important properties of certain
algebraic structures. Section 4.3 deals with a generalized version of Kripke’s
original construction that finally yields the desired result, namely that truth

LCf. [Ta56).

2 Although Kripke and Martin/Woodruff deserve equal credit for developing the ideas that
will be explained in this chapter, we will refer to this account by the term ’Kripke’s account’.
This is common in the literature. We do not intend to diminish or underestimate the credit
of Martin and Woodruff in any respect.

3Tt should be mentioned that it is possible to define truth using classical logic. The idea
is to restrict the theory in other respects, for example avoiding unrestricted quantification,
or using only functions of a limited sort. More information concerning these theories can be
found in [Sc75] and [Fe84].

o1
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predicates can be defined in the object language. In Section 4.4, we shall
discuss some of the consequences of partially defined truth predicates.

4.1 Partially Defined Truth Predicates

4.1.1 Tarski’s account

It was Tarski who recognized that a truth predicate for languages should satisfy
a certain condition, in order to have an intuitively correct behavior. This
condition is commonly called Tarski’s ’condition T’. We can formulate this
concept as follows (provided that a language L is given and ¢ is a sentence of L):

(1) 7¢” istrue & ¢

In (1), ”¢” is a name (or code) for the sentence ¢ of the object language.
In other words, (1) expresses the relation that the truth predicate applied to
the name (code) of ¢ holds if and only if ¢ holds as well (relative to a given
model). Notice that (1) itself is not a statement in the object language, because
the equivalence relation <’ is a symbol of the meta-language (that means the
language we are using to reason about the object language). The left side as
well as the right side of (1) are formulas of the object language.

Tarski’s new insight was that even though his condition T is intuitively
plausible for a truth theory of arbitrary languages, contradictions are deducible
if one tries to define such a predicate in a sufficiently strong language. To show
this result assume T(¢) is an abbreviation for the expression ””¢” is true”.
Consider a language L in which a sentence ¢ with the property =T (¢) < ¢
exists.* If L can code arithmetic (for practical purposes one can have in mind
ordinary Peano Arithmetic), then such a sentence exists, because of the Diago-
nal Lemma.? To prove that a contradiction can be deduced we reason as follows:

(1) -T(¢) = ¢ assumption
(2) T(¢) & ¢ and ¢ & T(¢) (1) and definition of T
(3) —T(¢) & T(¢) (2) and transitivity of ”<”
(4) (=T(¢) = T(#)) A (T(¢) = ~T(¢)) (3) and logic
(5) T(¢) = —-T(s) (4) and logic
(6) (T(¢) = —T(¢)) = —T(¢) logic
(1) —T(o) Modus ponens of (5) and (6)
(8) —T(¢) = T(¢) (4)
(9) T(¢) Modus ponens of (7) and (8)

Lines (7) and (9) are inconsistent and we deduced a contradiction. Notice
that the reasoning we are using to deduce this contradiction is based on classi-

4The existence of this sentence can only be expressed, if the considered language is strong
enough. That means that L contains an elementary coding scheme, for example, standard
arithmetic.

>Cf. [Ob93] or [Sm92] for readable presentations of this lemma.



4.1. PARTIALLY DEFINED TRUTH PREDICATES 93

cal logic plus 'condition T’ as the definitional property of the predicate T. The
existence of this proof is not dependent on special rules of the deduction calcu-
lus, because we simply used Modus Ponens, a deduction rule that is included
in every logical calculus.

As a solution for the above problem, Tarski introduced a hierarchy of lan-
guages in order to define truth predicates for the languages that are lower in
that hierarchy. Although this seems to be a reasonable way to get a solution for
the problem, this does not work for natural language, because in natural lan-
guage we have no possibility to define a truth predicate in a meta-language. We
have only, say, English, but not an additional language, say 'Meta-English’. Ad-
ditionally, natural language includes paradoxes, like the Liar sentence. Tarski’s
account does not model these paradoxes. His account plainly declares that
such sentences are syntactically ill-formed (in the object language). His strat-
egy suffices to block pathological behavior, but his account cannot model the
different types of pathological phenomena. Therefore, the described strategy
does not lead us to a point where we can use it reasonably for our purposes.
Kripke’s account tries to create a framework that prevents paradoxes but never-
theless allows Liar-like sentences. The next subsection gives an idea of Kripke’s
approach.

4.1.2 The Idea of Kripke’s Approach

Because of the described problems of Tarski’s theory, Kripke introduced a new
idea. Roughly speaking, he used a partial logic in order to define partial truth
predicates in the object language. In order to get an intuitive understanding of
Kripke’s account, we will sketch the basic idea in this subsection. Notice that
even Kripke’s account includes essentially stages. We are not so far away from
Tarski, as it seems to be.

Assume a classical ground model 9t is given that provides interpretations of
all sentences of a given language L where L does not contain a truth predicate.
Now we add syntactically a truth predicate T to L. We define the expanded
language L™ = LU{T} syntactically as the smallest set, such that it holds: if ¢
is a sentence of L™, then T(¢) is also a sentence of L. How can we introduce
an interpretation (extension) of the new predicate T using stages? We can
apply a transfinite induction as can be seen in the following explanations.

Zero stage: The sentences of LT that do not include a truth
predicate are interpreted by the classical ground model 91. No-
tice that even on this stage we get a partial extension of T.
All sentences that are true in 90 are in the extension of T.
All other sentences are in the anti-extension of T. These are
the sentences that are either false in 9t or sentences that contain
the truth predicate T and therefore, cannot be evaluated on stage 0.

First stage: Consider a sentence of the form T(¢) where ¢ € L.

5To simplify the presentation we suppress the coding machinery here. Clearly, the truth
predicate is only defined on codes of formulas and not on formulas themselves.
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We know that ¢ can be interpreted using the ground model 9.
Now we can apply Tarski’s biconditionals: T(¢) < ¢. If ¢ is true in
the ground model M, then T(¢) is in the extension of T. All other
sentences are in the anti-extension of T. Notice that in particular
the liar sentence ¢ = =T(¢) is in the anti-extension of T. Logically,
the Liar sentence gets the truth value 'undefined’. This is crucial,
because in the case that the Liar sentence would be defined as false
the next stage would change the truth value to true.

Second stage: On the second stage we repeat the procedure above.
All sentences of the form T(¢) where ¢ is interpreted on the
first stage can be interpreted using Tarski’s biconditionals. For
example, a sentence of the form T(T(¢)) can be evaluated. Still it
is not possible to evaluate a sentence like the Liar sentence. The
extension of T on the second stage is the extension of T on the
first stage plus the newly interpreted sentences.

Third stage: We apply the same procedure as above.

w-th stage: Let us define T"(¢) as the n-th iteration of the truth
predicate (for n € w). In other words, ¢ is embedded in a sentence
in the scopus of n iterated truth predicates T. How can we define
the extension of T on stage w? The idea is to take the union over
all true sentences in which the truth predicate is finitely many
times iterated. Technically that means:

T%(¢) is in the extension of T if and only if Vn < w : T™(¢) is
in the extension of T.

A-th stage where A is a limit ordinal: We define the extension of T
in a similar way as defined on the w-th stage. Formally we get:

T*(¢) is in the extention of T if and only if Yo < \ : T%(¢) is
in the extension of T.

Remark 4.1.1 (i) Notice that at no stage the Liar sentence will be interpreted.
It cannot be evaluated on a successor level, because there is no predecessor
stage where this sentence can be evaluated. Furthermore, it can never be
true even on a limit stage A, because the Liar sentence is never evaluated on
a stage smaller than A. In other words, the Liar sentence will remain in the
antiextension of T.
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(ii) The stage-by-stage definition of the extension of T is monotone in the
following sense. If a sentence ¢ of L™ is evaluated on a stage «, then ¢ will be
evaluated as true on stage o + 3 for every 3 € ORD.” The same is true for
every false sentence. In other words: all true sentences remain true on every
higher stage, whereas all false sentences remain false on every higher stage.
This implies that the extension of the truth predicate T increases on every
further stage (in the sense that it increases or remains equal.) Precisely here
the monotonicity condition of the three-valued logic comes in. Notice that in
classical logic it is impossible to assign a truth value neither true nor false to
a sentence.

(iii) With the above remark, one can show using set theoretical arguments
concerning monotone operators on sets that T must have a fixed point: every
partial extension of the truth predicate T is a set. Every monotone operator
on sets has a fixed point. Therefore, there is an ordinal (3, such that the
extension of T on the §-th stage is equal to the extension of T on the § + 1-st
stage. Then, the extension remains fixed on every 3 + (’-th stage, where 3’ is
an arbitrary ordinal.

(iv) What is wrong, if one works in a classical (two-valued) logic and not in a
partial logic (for example a three-valued logic)? On the zero-stage, the Liar
sentence cannot be evaluated as true, therefore this sentence gets the truth
value false.® Because of the pathological behavior of the Liar sentence it must
be evaluated as true on the following stage. Then, the Liar sentence is in the
extension of the truth predicate T on the first stage. On the second stage,
the Liar sentence changes to the anti-extension and so on. As a consequence,
there cannot be a fixed point determining the extension of the truth predicate.
Conclude: the usage of a monotone (partial) logic is crucial in Kripke’s
approach.

(v) A remark concerning the terminology of Kripke is helpful. Kripke calls a
sentence ¢ grounded, if ¢ is interpreted on some stage. Notice that on every
higher stage, the truth value of ¢ remains fixed, i.e. ¢ does not change its
truth value. Because of this property the evaluation is monotone. One can
rephrase this fact as follows: in the minimal fixed point, ¢ has a definite truth
value. This does not exclude the possibility that some sentences have no
definite truth values in the minimal fixed point, but they have truth values in
a maximal fixed point. For example, it turns out that the Truth-teller has no
definite truth value (true or false) in the minimal fixed point, but it does have
a definite truth value in some maximal fixed point. It is possible that in one
maximal fixed point the Truth-teller is true in another maximal fixed point
the Truth-teller is false. We will add some remarks of these dependencies, and
the existence of minimal and maximal fixed points later.

"ORD denotes the class of all ordinals.
8Notice that in Kripke’s account this sentence gets the truth value neither true nor false.
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(vi) Other important concepts besides the concept ’grounded’ are the following
ones: A sentence ¢ is called paradoxical, if there is no fixed point where
¢ is true or false (as an example consider the Liar sentence). A sentence
¢ is called biconsistent, if there is a fixed point where ¢ is true and there
is another fixed point where ¢ is false (the standard example is the Truth-teller).

In many respects, we were not very precise in developing Kripke’s approach.
Kripke developed his ideas in the framework of semilattices. Later it became
clear that the ultimate structure in question for a three-valued Kripke account
are CCPOs (coherent complete partial orders), originally introduced by Baren-
dregt®. We will not develop Kripke’s fixed point approach in the framework
of CCPOs or semilattices in all details, because there is a generalization of his
approach in the framework of so-called interlaced bilattices.

4.2 CCPOs and Bilattices
4.2.1 CCPOs

First, we will introduce CCPOs (coherent complete partial orders). The order
theoretic structure of Kleene’s three-valued logic corresponds to a CCPO.

Definition 4.2.1 (i) Assume (D, <) is a partially ordered set. A subset X C D
1s called consistent if it holds:

Ve X)Vye X)3zeD):z<zAy<z

(i1) Again let (D, <) be a partially ordered set. We call (D,<) a CCPO (co-
herent complete partial order) if (D,<) has a bottom element L and every
consistent subset X C D has a supremum.
(iii) A partially order set (D,<) is called a complete lattice if every subset
X C D has a supremum and an infimum.

It is clear that every complete lattice is also a CCPO. The concept of a CPO
(complete partial order) is better known as the concept of a CCPO, because of
a long tradition of applications of CPOs in the theory of partial orders, domain
theory, and computer science in general. We would like to stress the differences
between CPOs and CCPOs. In order to do this, we need to define CPOs.

Definition 4.2.2 A partially ordered set (D, <) is called a CPO, if (D, <) has
a bottom element L and every directed subset X C D has a supremum, where
X C D is called directed, if it holds:

Ve X)VyeX)(FzeX):x<zAy<z

Remark 4.2.1 Although the difference in the definitions between a CCPO
and a CPO seems to be quite tiny, the structures differ significantly concerning

9Cf. [Ba81].



4.2. CCPOS AND BILATTICES o7

their properties. For example, it is easy to check that the following structure
is a CPO but not a CCPO. To see this consider the set {b,c} and apply the
definitions of CCPO and CPO. Whereas the set {b,c} is consistent, it is not
directed. Because sup{b,c} does not exists, the following structure is a CPO
but not a CCPO.

(ii) Notice that the infinite chain (N, <) of the natural numbers is neither a
CCPO nor a CPO. If we consider (NU {N}, <) the chain of natural numbers
extended by a non-standard element N, then this structure is a CPO as well as
a CCPO.

(iii) It is well-known that the class of all CPOs is equal to the class of all
partially ordered sets with bottom element and the property that every chain
has a supremum (chain completeness).!’ Therefore, chain completeness is the
constitutive property of CPOs. But this is not sufficient for CCPOs. In the
latter structures, additional properties must be satisfied.

(iv) Using elementary reasoning one can show that every monotone operator
defined on a CCPO (D, <) has a minimal fixed point, and at least one maximal
fixed point. Additionally, it is provable that the generated set of fixed points is
itself a CCPO. Using these theorems Kripke proved an important fact: there
exists the so-called maximal intrinsic fixed point. A maximal intrinsic fixed
point x is a fixed point that is consistent with every other fixed point of the
CCPO, in the sense that for every other fixed point d, {z,d} has a supremum.
The existence of such a fixed point can also be proven in CPOs (compare
[Ku96a)).

Because the above construction is simply a special case in a more general
setting, we will develop Kripke’s account in the framework of interlaced bilat-
tices. This kind of structure was originally introduced in theoretical computer
science and is a generalization of the well-known concept of the theory of lat-

10Ct. [DaPr90] for further information concerning this non-trivial equivalence.
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tices. We begin our closer look with the definition of a billatice according to
[Gi88].

4.2.2 Bilattices

Bilattices were introduced in theoretical computer science and Al. Programs
based on classical logic cannot deal without problems with underspecified sit-
uations (not enough information available) and overspecified situations (too
much and inconsistent information available). A natural idea is to introduce
additional truth values to the framework in order to assign a truth value to an
underspecified (or overspecified) situation different from true and false. That
was the starting point for Ginsberg to introduce bilattices in so-called default
logic. We begin with his original definition of the concept of a bilattice as
specified in [Gi88].

Definition 4.2.3 A bilattice is a siz-tuple (D,A\,V,-,+,—), such that the
following two conditions (i) and (ii) hold:

(i) (D, N\, V) and (D,-,+) are complete lattices.

(i) = : D — D is a lattice homomorphism with the properties
- :(D,\,V) — (D,A,V) and
=i (D, 4) — (D, +, )

Remark 4.2.2 (i) In our context, the lattice homomorphism — inverting one
order relation and preserving the other one can be understood as a negation.
Intuitively, — is intended to invert the truth order and preserve the information
order of the underlying algebraic structure. If we have a certain information
coded as a statement (sentence or formula), the negation of that statement
should not influence the degree of informational coded in it. On the other
hand, if we have a true sentence and we apply — to the sentence, then the truth
value should be inverted. These properties are immediate consequences of the
intuitive meaning of a negation. Notice that in the definition of a bilattice the
lattice homomorphism is much more general in comparison with our intended
interpretation.

(ii) An alternative definition of a bilattice (D, A,V,+,+, ) can be achieved as
follows: a structure (D, A,V, -, +,-) = (D, <y,<9,-) is a bilattice if (D, <y)
and (D, <,) are complete lattices and (a) and (b) hold:

() Ve,ye D:x <1y < —x <1y

It is easy to see that both definitions are equivalent. The difference is simply
to interpret a lattice as an order theoretic structure on the one hand, and
as an algebraic structure on the other hand. It is well-known that both
interpretations are equivalent.
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(iii) Intuitively, a bilattice is a lattice that can be read from left to the right
and from the bottom to the top (provided the bilattice is finite). Notice
that the definition of a bilattice is completely general and abstract. The
diagrammatic representation is only a simplification to get an intuitive idea
of an abstract concept. As far as the author knows it is an open problem
whether any finite bilattice can be represented (in principal) diagrammatically
as a 'double-Hasse-diagram’ or not. For the topics presented in this chapter an
answer of this question is not important.

(iv) Definition 4.2.3 is the original definition proposed by Ginsberg in [Gi86]
and in [Gi88]. We need a slightly different definition of bilattice for our
construction. We will define this type of bilattice below.

The following three examples should give a flavor which kind of structures
bilattices are.

Example 4.2.3 (i) The trivial example of a bilattice is the structure
({x}, A, V, -, +,) where the domain consists only of a single element x. The
lattice homomorphism — is the identity.

(ii) Consider the structure FOUR = ({N, F,T, B}, <r,<p,-) with four truth
values where <p is interpreted as truth order and <; as information order.
The lattice homomorphism — is a negation defined on the four truth values.
The order relations are given according to the following diagramm.

N
<r

Obviously, ({N, F,T, B}, <r,<rp,—) is a bilattice. Intuitively, = should be a
special kind of negation, preserving the information order and inverting the
truth order. — should have the following properties: A statement that is neither
true nor false should remain neither true nor false, if we apply —, because a
negation does not change the information state concerning this very statement.
If we do not know whether a sentence is true or false, we do not know whether
the negation of this sentence is true or false, either. The same properties should
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be satisfied if we consider a statement that is overspecified, namely true and
false. The only possibility how this can be achieved in FOUR is to define the
lattice homomorphism as follows:

-T=F =T -N=N -B=DB

It is quite common to identify the four truth values set theoretically with subsets
of the two classical truth values {t,f}:

N=0 T={t} F={f} B={tf}

FOUR is a generalization of the classical four-valued logics studied in other
contexts, like in relevance logic or in linguistics.!! We will not go into details
concerning this point and refer the interested reader to the relevant literature.

(iii) Now, we will consider a more complicated example. The structure has the
following signature: (D, <j, <p,—) where D = {a,b,c,d,e, f,g,h,i,7,k,l,m}
and the order relations are given according to the following diagram:

m

The lattice homomorphism — preserves the nodes a,d, g, j, m of the bilattice.

HCf. [Du85], [Mu89], or [Vis4].



4.2. CCPOS AND BILATTICES 61

For the other points of the domain it holds: =b =¢, ~¢ = b, me = f, = f = ¢,
-h =14, ¢t = h, -k =1, -l = k. It is easy to check that the above structure
together with this homomorphism gives us a bilattice.

An easy method to construct bilattices is known from ordinary lattice the-
ory. We use given chains to construct a bilattice. The following definition
specifies the induced order relations.

Definition 4.2.4 Assume D1 = (D1, <}) and Dy = (D3, <)) are two given
chains. The product bilattice D = (D, <1,<9) of D1 and D2 with domain
D = D x Dy is specified as follows:

(r1,22) <1 (y1,92) & 71 <jy1 Aya <h z9
(r1,22) <o (y1,92) & x1 <) y1 Awa <h yo

Definition 4.2.4 provides an easy method to construct new bilattices. As we
will see later, the resulting bilattices are quite restricted structures with respect
to their properties.

In the following subsection, we will examine bilattices without taking into
account the lattice homomorphism —. The reason for this is the fact that we
will focus on order theoretical properties of bilattices and not on possibilities
to introduce lattice homomorphisms. Therefore, we will denote by ’bilattice’
a structure (D, <;, <o) where (D, <;) and (D, <s) are complete lattices. Al-
though it is not necessarily the case that it is possible for all these structures
to introduce lattice homomorphisms with the properties of =, for many of the
following examples this will be true. For more information concerning the pos-
sibilities of introducing a negation —, the reader is referred to Section 5.4.

4.2.3 Interlaced Bilattices

We need a type of bilattice that satisfies certain monotonicity conditions. This
type of bilattice is called an interlaced bilattice, originally introduced by Melvin
Fitting (in [Fi88]). The idea of the interlacing condition is that the supremum
and the infimum operation with respect to <; do not only preserve the order
relation <;, but the order relation <, as well.'? In other words, the calculation
of the suprema and infima are monotone in both order relations. Together with
distributive bilattices interlaced bilattices will be the most prominent structures
in this chapter. In order to be able to define these bilattices in a very general
way, we need the following definition.

Definition 4.2.5 (i) Assume A C D and B C D are nonempty subsets of a
given bilattice (D,<1,<9). For i € {1,2} the expression A <; B denotes the

following relation:™

12The inverse condition is also required.
13Cf. [Fi87, FigY]
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MacA)(FbeB):a<;b N (YWoeB)(FacA):a<;b

(ii) Assume that A C D and B C D are nonempty subsets of a given bilattice
(D,<q,<3). Fori e {1,2} the expression A <; B denotes the relation A <; B
where A # B.

(i1i) Assume the same conditions as above. \ A denotes the infimum of A with
respect to <1 and \/ A denotes the supremum of A with respect to <;. IIA
denotes the infimum of A with respect to <o, and XA denotes the supremum of
A with respect to <s.

It should be mentioned that for applications we have the information order
<; and the truth order <7 in mind. We will associate <; with <7 and <p
with <5. Now we have the prerequisites to define the concepts of interlaced
bilattices and of distributive bilattices.

Definition 4.2.6 (i) An interlaced bilattice (D,<1,<s2) = (D,\,V,-,+) is a
set D which is partially ordered with respect to two partial order relations <;
and <g, such that (D, <1) and (D,<s3) are complete lattices and the following
monotonicity conditions (a)-(d) hold:

(a) VAABCD:A<, B — TA <, IIB
() VALBCD:A<; B — YA<; 5B
(c)VA,BCD:A<y;B — NA<s \B
() VAL BCD:A<,B — \JA<,\/B

(ii) A bilattice (D,<1,<9) = (D,A,V,-,+) is called distributive, if for all
x,y,2 € D and e1,05 € {\,V, -, +} the following relation holds:

Teoy(yeyz) = (re1y) e (re2)

In order to make the reader familiar with these new concepts, we give some
examples.

Example 4.2.4 (i) Consider FOUR. This bilattice has the interlacing property.
Additionally, this bilattice is distributive. It is the simplest non-trivial bilattice
that has the interlacing property and is furthermore distributive.

(ii) Consider the following bilattice D = ({a, b, c,d, e, f, g, h,i}, <1, <2) where
the order relations <; and <, are given according to the following diagram:
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(D, <1, <o) is neither interlaced nor distributive. Notice that it is a quite tedious
work to check all the conditions, in order to make sure that the depicted bilattice
is interlaced. Because D consists out of 9 points, there are 2 possible subsets
of points. In order to check the interlacing condition, it is necessary to compare
all possible pairs of subsets in both order relations. That means we have to
perform 2 - 27 .29 = 219 calculations. In fact, this is a tedious work! To see
that D is not distributive consider the sublattice ({c,e,g,i,h}, <;). Consider
the following calculation:

gNhN(eVh)=gAhNi=g#e=eVec=(gNe)V(gAh)

Therefore, D cannot be distributive. Moreover, D is not interlaced, either:
Obviously, it holds that {c, f,h} <; {f,h}. If D was interlaced, then it would
hold: II{ec, f,h} <1 II{f,h}. But g £1 h. Conclude: D is not interlaced.

(iii) Let [0,1] € R be the closed interval of the real numbers. Consider the
Cartesian Product [0,1] x [0,1] with the following order relations <; and <
induced by the standard order relation < on the real numbers:

<1 (e, d) if a<cand b<d
(a,b) <g (c,d) if a<candd<b
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Then it holds: ([0,1] x [0,1],<;,<s) is an interlaced bilattice. It is easy to
check that the interlacing condition is satisfied.

(iv) Assume [0, 1] € Q is the closed interval of the rational numbers. Consider
the pointwise induced order relations as above. Then it turns our that the
bilattice ([0, 1] x [0, 1], <1, <5) is no longer interlaced, because ([0, 1] x [0, 1], <)
as well as ([0, 1] x [0, 1], <5) are not complete lattices. For example, the set

{{z,y) € [0,] x [0,1] [ 2 =0 Ay <1/m}

has no supremum. In [Fi93], these types of bilattices are called (interlaced)
pre-bilattices.

Remark 4.2.5 In [Fi89], Melvin Fitting showed that every distributive bilat-
tice is interlaced. The proof is not difficult, therefore we skip it here. It is
important to mention that the converse does not hold. Hence, the interlacing
condition and the distributive condition are not equivalent. A counterexample
is the following structure:

This bilattice is interlaced, because the order relations do not interlace in
any interesting way, but not distributive, because both order relations contain
the sublattice M3. Applying the M3 — N5 theorem of ordinary lattice theory
we have the result that this bilattice is not distributive.*

Much more examples could be mentioned (and most of them are quite in-
teresting on their own), but we have not the space to do this extensively here.
Now, we will come back to Kripke’s account of defining a truth predicate in the
object language. We have the prerequisites in order to formulate Kripke’s ideas
precisely in the framework of the theory of interlaced bilattices. The following
section is devoted to this construction.

Compare [DaPr90] for further information concerning the Ms — N5 theorem in ordinary
lattice theory.
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4.3 The Construction

We presented the basic ideas of Kripke’s account in Subsection 4.1.2. What
we want to do now is to formulate Kripke’s approach in the framework of
interlaced bilattices. Using the framework of interlaced bilattices generalizes
the original construction in [Kr75]. Although we are working in a non-classical
four-valued logic instead of a non-classical three-valued logic (as it was presented
in [Kr75]), we can interpret Kripke’s original approach as a special case of the
general treatment in the theory of interlaced bilattices. In a certain sense,
working in the theory of interlaced bilattices enables us to work with a flexible
tool in order to model a variety of approaches. To make the ideas precise
we consider again the interlaced (and distributive) bilattice FOUR. Recall that
<1 represents the information order, and <7 the truth order. We define the
lattice homomorphism — : {T, F, N, B} — {T,F, N, B} as follows: =T = F,
-F =T, -N = N, and =B = B. Notice that the evaluation of all sentences
is monotone in the information order (because of the functional monotonicity
w.r.t. A,V,=). In the truth order, the evaluation of all positive sentences (i.e.
sentences that are not equivalent to a sentence with an odd number of negations
in front of it) is monotone (because of the functional monotonicity w.r.t. + and
-). Notice further that the monotonicity of conjunction and disjunction is a
direct consequence of the interlacing property of the underlying bilattice FOUR.
We would like to work in a language L that includes a coding system for
arithmetic. That is necessary in order to make sure that Liar-like sentences
(or reflexive sentences in general) can be represented in L. Additionally, we
assume countably many variables, finitely many constants, moreover terms,
atomic formulas, and formulas. Formally, we use the following specifications:

EL:{61,02,...,Cn,R1,R2,...,Rm,fl,fg,...,fl}

Var ={z1,x2,...}

Const ={c1,ca,...,cn}

Term = Var U Const U {fj(ti,t2,...,tx) | ti € Var UConst A
fi€{fi, fay- s fi}}

Atom = {R;(t1,t2,...,t;) | Riis j-ary Aty € Term} U
{tn, =tm | tn € Term A t,, € Term}

The set of all formulas Form is defined as the smallest set, such that atomic
sentences are in Form and if ¢ € Form and ¥ € Form, then ¢ AY € Form,
¢V Y € Form, and -y € Form. Furthermore, if ¢ € Form, then Vz¢ is
also a formula. Sentences are formulas without free variables.'® Sentences of a
language L are denoted by Sentr,.

Assume we add an additional predicate T to L in order to get LT = L U
{T}. We want to find an evaluation function that mirrors Kripke’s ideas. We
assume that every evaluation function [[—]] : Sent, — {T, F, N, B} satisfies
the clauses that are specified in the next definition.

15Free variables are inductively defined as usual.
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Definition 4.3.1 Assume we work in a language L and a model M = (D, v).
An evaluation function [[—]] : Sent;, — {T, F, N, B} is called classical if [[—]]
satisfies the following clauses for every ¢ € L.

]

1Pt =w(9), if ¢ is atomic
PN %Z)H = [ A [

[[¢

I

()™ = =l[g]]™

[V Hgﬁ /\deDH St

[0 = [[¢]]™" for arithmetical ¢

In the following, we will work only with classical evaluation functions. Clas-
sical evaluation functions make sure that in L everything works like in classical
model theory.

It is worth noting that on the left side of the above formulas in Definition
4.3.1 the symbol A is a logical connective in the object language whereas A
on the right side is the infimum w.r.t. the order relation <7 in the interlaced
bilattice FOUR. Although this is quite confusing (and one shouldn’t use one and
the same symbol for different operations in one formula) it is clear from the
context which type of connective we mean. Furthermore, negation — is on
the left side of the corresponding formula the negation of a formula ¢ and on
the right side the lattice homomorphism in FOUR. Again the context makes the
reference clear.

Remark 4.3.1 Because FOUR has two order relations and therefore two
infima (resp. suprema) operations, it is possible to give a common sense
interpretation of the operations in the information order. If one assumes
that there are two experts who assign truth values to sentences of a given
language, the supremum operation (w.r.t. <;) can be interpreted as a certain
acceptance operation: every information given by the experts is accepted,
even if they are contradictory (as for example in the case sup;{T,F'} = B).
In this case, every accessible information will be accepted. The infimum
operation can be seen as a consensus operation: contradictory information
causes the rejection of any judgment (inf;{T,F} = N). In this case, only
consistent information is accepted. Although the picture is quite simpli-
fied, because every kind of information has equal rights without any further
examination concerning the reliability of the source, the model is quite intuitive.

Now we can reformulate the crucial ideas in Kripke’s construction. We use
the following shorthand: Arith denotes the arithmetical sentences. As in the
above considerations T denotes syntactically the truth predicate.

Definition 4.3.2 Assume a language Lt = LU {T} and a classical model 2
are given. We call an operator T : {T, F, N, BY*¢"v+ — {T,F, N, B} "+
a jump operator if for all (possible) valuations w € {T,F, N, B}Y5*"L+ the

1691 is interpreted as the standard model of arithmetic.
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following three conditions (i)-(iii) hold:

(i) ¥ € (L — Arith) : T(w(¢)) = [[¢]*
(ii) Vo € Arith : T'(w(¢)) = [[#]]™, where M is the standard model of

arithmetic

(i1i) Y € Sentp+ of the form ¢ = T(¢) : T'(w(T(¢¥))) = w()

The crucial clause (iii) mirrors precisely Tarski’s biconditionals. The
operator T' : {T, F,N,B}%"c+ — {T F,N,B}°*"*.+ does not change the
interpretation of arithmetical sentences and sentences that do not contain the
truth predicate T. If a sentence ¢ is of the form ¢ = T(v), the interpretation
of ¢ is reduced to the interpretation of 7). Notice that I' is monotone with
respect to <;. Restricting the range of I' to positive formulas, I' is also
monotone with respect to <p. That is a direct consequence of the interlacing
condition of the interlaced bilattice FOUR.

We can state the following Lemma that corresponds to well-known lemmas
in order theory, the theory of lattices, or the theory of Boolean Algebras. It
claims that the function space DX induced by an interlaced bilattice D and an
arbitrary set X is also an interlaced bilattice.

Lemma 4.3.3 Assume D = (D, A,V, -, +) is an interlaced bilattice and assume
further that X is an arbitrary set. Then, the function space structure DX =
(DX, <1, <3), such that DX = {f | f : X — D} and the order relations <,
and <5 are induced pointwise,'” is an interlaced bilattice.

Proof : From order theory it is well-known that if (D, V,A) is a complete
lattice, then (DX, V/ A’} is a complete lattice as well. The same is true
concerning the similar situation with respect to the lattice (D, +,-). It remains
to show that the resulting structure DX = ({f | f : X — D}, <q,<2)
preserves the interlacing condition. In order to show this, assume that
FiC{f|X — D}and F, C{f|f:X — D} are arbitrary subsets of DX.
We have to show that F} <; F, — IIF} <; IIF, (where II is the infimum
with respect to <g). Assume F; <; Fy. Then the following equivalences hold
by definition:

F < F
& (VfeR)(Fgel): (f<ign(Vge R)EfeR): (f<ig)
&  (VfeFR)E3geFy): (Vde X : f(d) <1 9(d)) A (Vg € Fp)(3f € F1) :
(Vd e X : f(d) <1 9(d))

Consider an arbitrary « € X. Then, the following equivalence holds:

HFl(I') Sl HFQ(.CE)
&  I{deD|d={f(x)[fe}}<1I{de D|d={g(z)|g € Fa}}

1"We define <; and <s as follows: fi <1 fa iff for every d € X it holds: fi(d)A f2(d) = f1(d)
and similarly f1 <o fo iff for every d € X it holds: fi(d) - f2(d) = f1(d)).
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The second expression is obviously true, because (D, A, V, -, +) is an interlaced
bilattice: Because z € X was arbitrarily chosen we can conclude that for every
x € X it holds:

I{deD|d={f(x)| fen}}<1I{de D|d={g(x)|g e Fa}}

This is precisely the definition of ITF; <y IIF5. This suffices to show the lemma.
g.e.d.

Our next step is to state and prove the famous Knaster-Tarski theorem and
some further properties of fixed points in complete lattices. This is important,
because we need to know the existence of certain fixed points that are candidates
for extensions of Kripke’s partially defined truth predicates. Additionally, we
need to know certain properties of these fixed points.

Lemma 4.3.4 Assume D = (D,A\,V) is a complete lattice and T' : D — D is
a monotone operator. Then, I' has a mazximal and minimal fixed point and the
the set of all fized points Fix of I' is a complete lattice.

Proof: Consider the set Up = {d|d € D Ad <T'(d)}. Then, the following
relation holds: Vd € Up: d < sup(Up). Using the property of I' to be monotone
we get for every d € Up: I'(d) < I'(sup(Up)). Therefore it holds: Vd € Up:
d < I'(sup(Up)) and because sup(Up) is the smallest upper bound of Up, it
holds: sup(Up) < I'(sup(Up)). On the other hand, using monotonicity again
we get I'(sup(Up)) < TI'(T'(sup(Up))). That means: I'(sup(Up)) € Up. But
then: I'(sup(Up)) < sup(Up). Together: sup(Up) = I'(sup(Up)), or sup(Up) is
itself a fixed point.

Clearly, sup(Up) is the largest fixed point: Assume d is an arbitrary fixed
point, then it holds d € Up by the definition of a fixed point, and therefore
d < sup(Up). For the existence of the minimal fixed point, consider the bottom
element L of (D, <). Clearly, L <T'(L) and because of the monotonicity of T
we have: T'(L) < T(I'(L)). An easy transfinite induction shows that there is an
ordinal A, such that T*(L) = I'**1(L), i.e. T'* is a fixed point. Assume d € D
is an arbitrary fixed point. Then, | < d and because of the monotonicity of T,
it holds: T®(L) < I'*(d) for every ordinal o. Therefore, I'*(_L) is the smallest
fixed point.

It remains to show that the set of all fixed points is a complete lattice. As-
sume Fix is the set of all fixed points and X C Fix is an arbitrary subset of fixed
points. Consider the set Y = {y | y € Fix Asupp(X) < y}. Because sup(Up) €
Fix, it follows immediately that Y # (). The following two conditions hold for Y:

(i) sup(X) < inf(Y)
(ii) for an arbitrary upper bound e of X in Fix we have: inf(Y) <e.

Conclude: inf(Y") is the least upper bound of X in Fix. It remains to show
that inf(Y") is a fixed point. A very similar argument as in the above proof that
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there is at least one fixed point (Knaster-Tarski Theorem), shows that this is
really the case. Together: X has a supremum in Fix. Because the argument
for the existence of the infimum is completely similar (and in fact is the dual
statement), this suffices to show the lemma. g.e.d.

The following corollary is an easy consequence of the two lemmas above
and guarantees the existence of minimal and maximal fixed points in the Kripke
account in a four-valued logic (with interlaced bilattices as underlying algebraic
structures).

Corollary 4.3.5 Assume FOUR = ({T,F,N,B},<;,<p,—) is given. Assume
further that LT is a language defined by L™ = L U {T} (where L is given),
and I' : {T,F, N, B}Y**"*.+ — {T,F,N,B}*"c+ is an operator satisfying the
conditions of Definition 4.3.2. Then, there is a maximal and a minimal fixed
point in the <; order and the set of fixed points forms a complete lattice (with
respect to the <j order).

Proof: This is a trivial consequence of the above lemmas, and the fact that
I" is monotone with respect to <j. q.e.d.

We add a further corollary that shows the existence of a minimal and max-
imal fixed point in both order relations provided we work in positive logic, i.e.
there is no negation available in our logic.

Corollary 4.3.6 Assume the same premises as in Corollary 4.8.5, except that
we are working in a logic without negation (positive logic). Then there is a
minimal and a mazximal fized point with respect to the <p order relation and
there is a minimal and mazimal fized point with respect to the <r order relation
as well.

Proof: The claim is a consequence of the above Lemmas and the fact that
I" is monotone with respect to <; and <rp. g.e.d.

The two Corollaries 4.3.5 and 4.3.6 are the basis of Kripke’s account to
define partial truth predicates. The work that remains to be done is to check
whether these fixed points are appropriate for possible extensions of the truth
predicate. Criticism and problems of the presented account are postponed to
Chapter 6. We add some remarks concerning properties and features of Kripke’s
construction.

Remark 4.3.2 (i) We chose to work in FOUR. Notice that the negation
- is assumed to work as described in Example 4.2.3(ii). Clearly, one can
work in other interlaced bilattices as well, as long as these bilattices are the
algebraic representation of an appropriate logic. Because our aim is to present
a framework of a four-valued logic, we chose the special case FOUR as the
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underlying algebraic structure.

(ii) The fixed points of Corollary 4.3.5 can be associated with the extensions
of the possible truth predicates. Similar to Kripke’s original work, there are
infinitely many fixed points in the present construction.'® Notice that there
is no truth predicate in our construction that corresponds to the maximal
intrinsic fixed point of Kripke’s original version in a three-valued logic.'® Every
fixed point in Corollary 4.3.5 is intrinsic in Kripke’s sense, because interlaced
bilattices are essentially two complete lattices connected by a monotonicity
condition. Therefore, every fixed point has a supremum and an infimum with
any other fixed point. That makes it difficult to designate a special fixed point
as the intuitively correct extension of the truth predicate. On the other hand,
there are crucial reasons to doubt whether the maximal intrinsic fixed point
is really a good choice for the truth predicate. In Chapter 6, we will consider
various reasons, why this is the case.

(iii) One can extract Kripke’s construction as a special case of the present
account. The only thing that we need to do is to restrict the evaluation to
sentences that are either true, false, or neither true nor false prior to the
application of the monotone operator to the set {T, F, N,B}Se”tL+. A dual
move is possible by restricting the evaluation to sentences that are either true,
false, or both true and false. The resulting construction has certain similarities
to paraconsistent logic, a logic that was proposed by Priest.?°

(iv) Concerning the Truth-teller sentence, we have the following behavior:
in the maximal fixed point, the Truth-teller sentence is both true and false
with respect to the <; order, whereas this sentence is neither true nor false
in the minimal fixed point with respect to the <; order. The Liar sentence
has a similar behavior: in the maximal fixed point, this sentence is true and
false, whereas in the minimal fixed point this sentence is neither true nor
false. When switching to positive logic as described in Corollary 4.3.6, we have
the following situation: in the maximal fixed point with respect to the <p
order relation the truth value of the Truth-teller sentence is T', whereas in the
minimal fixed point, this sentence has the truth value F'.

(v) A last remark concerns the monotone operator I'. From an abstract point
of view, every monotone operator I' would give us what we want, namely fixed
points. In general, an arbitrary monotone operator would not give us a reason-
able extension of the truth predicate. By choosing the conditions of Definition
4.3.2 we model the intuition behind a truth predicate, especially we can preserve
Tarski’s biconditionals.

8For further information concerning the number of fixed points in different kinds of three-
valued logics compare [CaDa91]. For four-valued logics a quite similar situation holds.

19For more information concerning the maximal fixed intrinsic point in a three-valued logic,
the reader is referred to Corollary 4.4.3.

20¢f. [Pr79].
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In the following section, we will compare the presented construction with
Kripke’s original construction in a three-valued logic. Whereas the presented
four-valued approach has the advantage to be quite straightforward working in
three-valued logic is slightly more complicated.

4.4 Discussion

In this section, we will present the original construction of Kripke in a three-
valued logic. The general idea remains the same as described in Section 4.3,
except that the underlying logic has different algebraic properties. Order theo-
retically, Kripke developed his account in a semilattice. Later Visser showed in
[Vi89] that the order theoretic structure that corresponds nicely to the strong
Kleene-tables are CCPOs. In Definition 4.2.1(ii), we specified the concept
"CCPO’. In order to make clear the differences between the three-valued case
and the four-valued case, we state the crucial theorems that are needed to
develop Kripke’s construction in a CCPO. The result will be that the construc-
tion and the corresponding theorems are slightly more complicated and not as
straightforward as in the case of the four-valued case. Before we can do this,
we need to make precise what it means for a point to be intrinsic.?!

Definition 4.4.1 Assume (D, <) is a CCPO. A point d € D is called intrinsic
in D if and only if for all d' € D it holds: sup{d,d'} exists.

Intrinsic points are points that are consistent with all other points (or with
a certain subset of other points in the case we restrict those appropriately).
From an information theoretic perspective one can associate with an intrinsic
point an object that is consistent with every information theoretic extension.
For example, if we are working in a CCPO representing three truth values
{T,F,N}, then N is consistent with 7" and F, because a statement that
is underspecified can be extended to a true statement as well as to a false
statement without creating inconsistencies.

The following theorem states some properties of monotone operators defined
on CCPOs.

Theorem 4.4.2 Assume D = (D, <) is a CCPO, and T' : D — D is a
monotone operator. Then the following holds:

(i) The set of fized points of I' is not empty. Furthermore, the set of fixed points
forms again a CCPO.

(ii) The set of intrinsic fized points S forms a complete lattice.

(111) If S" denotes the set of all intrinsic points in D, then it holds:

sup(S’) = inf{d € D | d is maximal}

2'The concept of intrinsic points goes back to [Kr75].
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Proof: (i) Let L be the bottom element of D. Because of the monotonicity
of T' it holds obviously (for « to be an arbitrary ordinal):

L<T(L) <TI(L) <..<T(L) < ...

Because a CCPO is chain-complete it follows that

sup{L,D(L),T(D(L)),...,0%(L),...}

exists. Moreover, this supremum is an element in the chain itself (again because
of chain-completeness). Therefore we get:

D(sup{L, [(L),T(T(L))...}) < sup{L,D(L),T(T(L))...}

On the other hand, because of the monotonicity of I' we can also establish:

sup{L,T'(L),I(T(L))...} < T(sup{L, (L), I(T(L))... })
Together we can conclude: sup{L,T'(L),I'(T'(L))...} is a fixed point.

In order to show that the set of fixed points Fix forms again a CCPO, notice
that the constructed fixed point above is the minimal fixed point (therefore
sup{L,T'(L),I(T'(L))...} is the bottom element of the set of fixed points). It
is clear that the set of fixed points forms a partially ordered set. To check the
coherence condition for CCPOs is straightforward.

(ii) Let S = {z | z € Fix A z intrinsic} be the set of intrinsic points. We have
to show that every subset X C S has an infimum and a supremum. Clearly,
(S,<) is a partial order. First, we need to show that sup(S) exists and is
itself intrinsic. Notice that S is consistent. Therefore sup(S) exists. We show
that sup(S) is itself in S. Because sup{s,d} exists for all d € D and s € 5,
it follows that {S,d} is consistent. Therefore, sup{S,d} exists. The following
inequalities hold (trivially):

sup(S) < sup{S,d}
d < sup{S,d}

Hence, {sup(S),d} is consistent and sup{sup(S),d} exists, because we are
working in a CCPO. Because this holds for every d € D, sup(S) is itself intrinsic.

With these prerequisites we can prove claim (ii). Assume X C S is arbitrarily
chosen. It is clear that inf(X) exists and inf(X) € D. Because S C Fixr (Fixr
denotes the set of fixed points of I') it holds: inf(X) € Fixr. We need to show
that inf(X) is itself intrinsic. Because inf(X) < sup(S), for all d € D we have
the following relations:

inf(X) < sup{S,d}
d < sup{S,d}
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This means: inf(X) is consistent and therefore, sup{inf(X), d} exists (because
of the properties of a CCPO). Because d € D was arbitrarily chosen, we can
conclude that inf(X) is intrinsic.

A similar consideration yields the corresponding claim concerning the supre-
mum of X for X C S. Now, it holds:

Vez,y € X : x <sup(S) Ay < sup(S)

From that fact it follows that X is consistent and therefore sup(X) exists.
Now the following inequalities hold:

sup(X) < sup{S, d}
d < sup{S,d}

As above we can conclude: sup{sup(X),d} exists for all d € D and therefore
we have the desired result sup(S) € S.

(iii) Let S” be the set of all intrinsic points in D. In order to show that it holds:
sup(S’) = inf{x | x € D A z is maximal}

one has to show two facts. First, we need to show that inf{z | z € D A =z
is maximal} is intrinsic and second, we need to show that sup(S’) is a lower
bound of {x | x € D A =z is maximal}. Notice that inf{z | x € D A =z
is maximal} exists. Let d € D be arbitrarily chosen. Then, there exists
ye{z|x €D A zis maximal}, such that it holds:

d<y
inf{z |z € D A x is maximal} <y

Then, the set {d,inf{z | x € D A z is maximal}} is consistent and therefore
sup{d,inf{z | € D A x is maximal}} exists. Because d € D was arbitrarily
chosen, conclude that inf{z | z € D A x is maximal} is intrinsic. Let ¢/ € {x |
x € D A xis maximal} be arbitrarily chosen. Then, we have: sup{sup(S’), v’}
exists. Because ¢’ is maximal, it holds: sup(S’) < 3. Conclude: sup(S’) is a
lower bound of {z | z € D A z is maximal}. Together we have shown that it
holds: sup(S’) = inf{z | x € D A x is maximal} g.e.d.

The proof for claim (i) of the theorem (namely that there is at least one
fixed point and that the fixed point structure forms a CCPO) is slightly more
complicated than the famous Knaster-Tarski Theorem for lattices. In a certain
sense, (i) is a generalization of the classical Knaster-Tarski Theorem. Instead of
considering lattices, we consider weaker structures, namely CCPOs. It should
be mentioned that a similar theorem to Theorem 4.4.2 can be proven even for
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CPOs.22

We can state an easy but very important corollary based on the above
theorem. This corollary claims the existence of a maximal intrinsic fixed point.
For Kripke’s account the existence of this designated point is crucial because
the maximal intrinsic fixed point gives Kripke a possible extension of the desired
truth predicate.

Corollary 4.4.3 Assume (D, <) is a CCPO, and T': D — D is a monotone
operator. Then it holds: there exists a mazximal intrinsic fixed point.

Proof: This is a trivial consequence of Theorem 4.4.2(ii). g.e.d.

The proof of the existence of the maximal intrinsic fixed point does not
contain transfinite ordinals at any point. This is different, if one works in the
framework of CPOs. Although even in CPOs the existence of the maximal
intrinsic fixed point is provable, in the standard proof one needs a transfinite
induction for this result. It is an open question, whether there exists a proof
that does not use ordinals.??

We state the last fact that is important to establish Kripke’s account in
three-valued logic. This is the following fact: assume a CCPO D = (D, <)
is given. Then the function space DX where X is an arbitrary set is again a
CCPO.

Fact 4.4.4 Assume D = (D, <) is a CCPO. Then, the function space DX =
(DX, <"y is also a CCPO.

Proof: Apply a similar argument as in the corresponding proofs for bilat-
tices, Boolean algebras, lattices etc. g.e.d.

Corollary 4.4.5 Assume L™ = LU {T} is an extension of a given language
L. Assume further that T : {T, F, N}5"r+ — (T F,N}%"r+ s an opera-
tor satisfying the conditions of Definition 4.3.2. Then there ezists a mazimal
intrinsic fixed point of T.

Proof: The claim is an easy consequence of Corollary 4.4.3, Fact 4.4.4, and
the fact that ({T, F, N}, <) is a CCPO.?* g.e.d.

Remark 4.4.1 (i) The above theorem holds also for weaker structures like
CPOs and complete semilattices. In [Ku96al, there is a detailed discussion
of this topic. In this work, it is shown that the complete considerations can

22Cf. [Ku96a).
2BCf, [Ku96al.
#4For further information concerning the structure ({7, F, N}, <) compare Remark 4.4.1(ii).
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be performed in CPOs, semilattices, as well as CCPOs. In a certain sense,
the interpretation of the underlying algebraic structure as CCPO, CPO, or
semilattice etc. is up to the one who uses it. There are certain reasons
that support the claim that the natural algebraic structure for Kleene’s
three-valued logic are CCPOs, because CCPOs are the strongest structures
that are preserved in ({T, F, N}%"r+ <).25 Nevertheless, the properties of
the modeling of Kripke’s ideas using three-valued logic remains quite similar
independently of the usage of CCPOs, CPOs, or complete semilattices.

(ii) Notice that the translation of these order theoretic results into a Kripke-
style approach can be done by considering the three valued logic ({7, F, N}, <)
where the order relation is given by the following diagram in which T represents
true, I’ represents false, and N represents neither true nor false:

The above structure is a CCPO (also a CPO, as well as a complete semilattice).
Notice further that for a given language L% the structure ({T, F, N}5¢"r+ <)
where < is induced pointwise is a CCPO, too.

Whereas in Kripke’s original account, intrinsic fixed points where motivated
via their importance for the resulting truth theory, this is no longer true if
one works in the framework of interlaced bilattices. In Section 4.3, we saw
that every fixed point is intrinsic and the set of intrinsic fixed points forms a
complete lattice. Therefore, it is not of any interest to ask, whether there is a
maximal intrinsic fixed point. Trivially, there is a maximal intrinsic fixed point,
because every fixed point is intrinsic. Although even in a three-valued logic the
set of intrinsic fixed points forms a complete lattice, there is quite a lot of work
to do in order to prove the desired result. In four-valued logic, everything is
much easier in character, because the underlying algebraic structure requires a
lower amount of work.

A general discussion whether the maximal intrinsic fixed point is a reason-
able and appropriate choice for the truth predicate for natural languages as
well as a discussion of other problematic features of Kripke’s account will be
postponed to Chapter 6.

2t [VisY).
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In three-valued logic, it is clear that the Liar sentence will have the truth
value N in the maximal intrinsic fixed point. The same is true for the Truth-
teller: the Truth-teller must be neither true nor false in the maximal intrinsic
fixed point. The account makes also clear that there is a maximal fixed point
that makes the truth-teller false and another maximal fixed point that makes
the Truth-teller true. The Liar sentence remains neither true nor false in every
maximal fixed point.

One can interpret the four-valued approach in the framework of interlaced
bilattices as a generalization of Kripke’s original work. This is supported by
the fact that Kripke’s account is a special case of the four-valued account by
restricting the possible truth values of atomic formulas to the truth values
{T,F,N}. An evaluation of complex sentences according to the rules of the
truth order is equivalent to the original Kripke account. But on the other hand
the four-valued approach is stronger: as we can see later (compare Section
5.5), we can detect relations between different interpretations of pathological
sentences that are not possible in Kripke’s original account.

Kripke argued for the preference of the maximal intrinsic fixed point in
order to get a good interpretation of the truth predicate of natural language.
One reason for the choice of this special fixed point is the fact that the maximal
intrinsic fixed point contains more information than the minimal fixed point,
and on the other hand this point is consistent with every other fixed point
(because it is intrinsic), i.e. does not contain too much information. It is
a highly controversial question, whether Kripke’s arguments concerning this
point are convincing or not.

Because of the fact that the corresponding algebraic structure of four-valued
logic (as an extension of the strong Kleene-tables) is a complete lattice, other
interpretations of the underlying algebraic structure are possible. Another
account is to model the inductively defined truth predicate in the ordinary
truth order of classical four-valued logic. The standard reference for this
account is [Vi84]. As in the classical Kripke case, it is possible to distinguish
paradoxical sentences, grounded sentences, and biconsistent sentences. A
sentence ¢ is called grounded false, if the sentence has truth value F in
every fixed point. ¢ is called biconsistent, if there are fixed points where the
sentence is false and there are fixed points where the sentence is true. A
sentence ¢ is called paradoxical, if ¢ has truth value N or B in every fixed point.

We finish this chapter with these remarks. In the next chapter, we will
examine properties of different classes of interlaced bilattices more closely, in
particular we will prove certain characterization theorems for interlaced bilat-
tices.

4.5 History

Mathematically, the presented account goes back to [Mo74] in which the theory
of inductive definitions were developed. Kripke used essentially Moschovakis’
ideas in order to get an inductively defined partial truth definition. Further-
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more, as predecessors of theories of truth before 1975 we mention Fitch, Scott,
Aczel, and Feferman. These authors developed a theory of truth that is formu-
lated in classical logic by restricting other aspects of the theory (like unbounded
quantification or the definable functions). The original field in which these the-
ories were developed was combinatory logic and the A-calculus. References are
[Sc75, Fe84], and [AcT8].

The described construction to define partial truth predicates was first devel-
oped by Kripke and Martin and Woodruff (in [Kr75] and [MaWo75]). Whereas
both deserve equal credit for their constructions of partially defined truth pred-
icates, usually Saul Kripke is credited for this progress. The existence of the
maximal intrinisic fixed point in semilattices was claimed by Kripke (Cf. [Kr75])
and proven for CCPOs (in a quite different context) in [MaSh76]). Other im-
portant theorems are further developments of work known from the theory of
partial orders and lattice theory. A good overview of the topic and the possible
algebraic structures can be found in [Vi89] and [Ku96a).

The origin of the theory of bilattices was the area of theoretical com-
puter science and artificial intelligence. Whereas Ginsberg (in [Gi86, Gi88])
worked with bilattices and with distributive bilattices, it was Melvin Fitting
(in [Fi88, Fi89, Fi91, Fi93, Fi94]) who discovered that interlaced bilattices are
the structures needed in order to model several topics in theoretical computer
science and in particular, Kripke’s fixed point approach. The construction as
developed in section 4.3 is due to Fitting.

Criticism concerning Kripke’s ideas was mentioned in an enormous number
of papers and books. It would be impossible to mention all these authors. Good
overviews of criticism are given in [Mc91, GuBe93, Ma84] and in [BarEt87] (to
mention only some important ones).
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Chapter 5

Properties of Bilattices

In this chapter, we will prove three characterization theorems for interlaced
bilattices and certain subclasses of interlaced bilattices. The characterization
theorems have two main advantages. First, they provide a better understanding
of the properties for the considered classes of bilattices. Second, they can
be used to show further properties of Kripke’s fixed point approach. In this
chapter, we will restrict our attention mainly to the technical details of the
constructions. Some applications are mentioned in Section 5.5.

5.1 A Characterization of Interlaced Bilattices

We begin this section with recalling some definitions that will crucially be used
in this chapter.

Definition 5.1.1 (i) For arbitrary and nonempty subsets A and B of a bilattice
(D, <1,<9) the epression A <1 B denotes the following relation:

MacA)(FbeB):a<ibAN(VbeB)(FacA):a<;b

The expression A <o B is defined similarly.

(ii) For arbitrary elements x,y € D, the expression x <1 y means that x <1 y
and x # y. Concerning <o a similar relation is defined. The expression A <; B
for A,BC D and i € {1,2} is analogously defined.

The following definition gives us a construction method how to generate
bilattices using ordinary lattices. In a certain sense, the next definition specifies
the product of two lattices, such that the induced order relations on the product
preserve certain features, namely the features of an interlaced bilattice. Notice
that the following definition is a generalization of Definition 4.2.4 extending
chains to complete lattices.

Definition 5.1.2 Let (D, <) be a complete lattice. Then the structure DxD =
(D x D, <1,<9) is defined as follows:

(x1,22) <1 (Y1,y2) © 21 <y1 Ay2 < 22

79
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(x1,22) <2 (y1,y2) © 1 <1 Aza <yo

There are a number of results concerning properties of and relations between
certain types of bilattices. Without trying to be complete we will mention some
of them.

Fact 5.1.3 (i) Every distributive bilattice is interlaced.
(ii) If (D, <1,<9) is an interlaced bilattice, then the following four equations
hold:
() IIDAED = A D
() IIDVED =\/ D
() AD-\/ D =TID

(0) AND+\VD=%D
(iii) Let (D, <) be a complete lattice. Then D x D is an interlaced bilattice.
(iv) Let (D, <) be a complete and distributive lattice. Then DxD is a distributive
bilattice.
(v) Let ({0,1,2,...,n},<) and ({0,1,2,....,m}, <) be two chains where < is the
standard order relation on the natural numbers N. Then the product bilattice
D specified by D = ({0,1,2,...,n} x {0,1,2,....m}, <1,<9) is an interlaced
bilattice.

Proof: (i) Compare [Fi89)].
(ii) Compare [Fi91].
(iii) Compare [Fi89].
(iv) Compare [Gi88].
(v) This is simply a special case of claim (iv). g.e.d.

We add some remarks concerning the claims above that are immediate con-
sequences of the properties of bilattices.

Remark 5.1.1 (i) The reverse direction of Fact 5.1.3(i) is not true in general.
In Section 5.3 we will specify a sufficient condition to guarantee that the
reverse direction is also true (i.e. that an appropriately restricted class of
bilattices determines a class of distributed bilattices).

(ii) It is clear that the product bilattice of complete chains is also a distributive
bilattice. This follows immediately from Fact 5.1.3(iv) and the obvious fact
that every chain is distributive.

(iii) Fact 5.1.3(ii) is a special case of the general Theorem 5.1.10 we will prove
in this section later.

In the following sections, we will restrict our considerations to properties of
interlaced bilattices and to properties of certain subclasses of interlaced bilat-
tices. First, we will show that the interlacing condition is a relatively strong
restriction of bilattices. To put it in a (not very precise) statement: every inter-
laced bilattice is 'rhombus-like’ and every 'rhombus-like’ bilattice is interlaced.

In order to get a characterization of interlaced bilattices, we formulate some
lemmas which give us necessary conditions for bilattices to be interlaced. The
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first lemma claims that the infimum w.r.t. <; of every subset of an interlaced
bilattice is smaller w.r.t. <; than the supremum of this subset w.r.t. <;, and
bigger w.r.t. <, than the infimum of this subset w.r.t. <;. A similar condition
holds for the supremum of an arbitrary subset. Formally, we can state this in
the following lemma.

Lemma 5.1.4 If (D,<y,<5) is an interlaced bilattice, then the following
conditions hold:

(i) for all ACD with A#0): NA<iTTA<; VA and NA<; ¥A< VA
(i) for all AC D with A# ) :TTA<a NA<2 XA and TTA <3 \V A <3 YA
(1) for all AC D with A#Q: NA<{TTAANYA<;TTAVIA < VA
(w) for all ACD with AP :TTA<s NA- VA< NA+VA< XA

Proof: (i) Let A C D be an arbitrary set. Then, the relation A A <; a
holds for every a € A. Hence, it holds by definition: A\ A <; A. Because of the
interlacing condition of (D, <, <s), we can deduce: II(A A) = A A <; TTA and
with the same reasoning we get the relation (A A) = A A <; LA
On the other hand, let again A C D be an arbitrary set. Then: A <; \/ A. Us-
ing again the interlacing condition of (D, <1, <9) we get: IIA <; II(\/ A) =\ A
and YA <; X(VV A) = V A. Together we can deduce for nonempty arbitrary
sets A C D the inequalities: AN A <;TTA <3V Aand AN A <; YA < VA

(ii) The assertion for the <9 order relation is the dual statement of (i). Hence,
it is a direct consequence of claim (i).

(iii)/(iv) The assertions are an immediate consequence of (i) and (ii), with
reasoning in ordinary lattice theory. g.e.d.

The next Lemma shows that in an interlaced bilattice there is a closer
connection between the suprema and infima of arbitrary sets (with respect
to their order-relations). We are able to formulate necessary conditions for
the interlacing property of a given bilattice. As is intuitively clear from the
definition of the interlacing condition, we need a connection between the order
relations <; and <. The following Lemma clarifies this connection. Moreover,
the next Lemma shows one direction of the characterization theorem 5.1.10.

Lemma 5.1.5 Let D = (D, <y,<5) be an interlaced bilattice. ~Then the
following relations hold:

(i) for all nonempty ACD: NA=IIANXA and
for all nonempty ACD:TIA=A\A-\A

(ii) for all nonempty AC D:\/ A=TIAV XA and
for all nonempty ACD:¥A=N\NA+VA
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Proof: (i) Let A C D be an arbitrary set (A # (). Because of the relations
ITA <9 AN A and YA <y XA (the first claim is justified by 5.1.4) it follows
using the interlacing property of (D, <;,<g) : ITAA XA <9 AN AANXA. Using
again 5.1.4 we get ANA A XA = AA. Hence, we can deduce the relation
IMAANYA <9 ANA. Concerning the other direction, we argue as follows:
it holds obviously A A <9 ¥A and IIA <y IIA (again the first claim is
justified by 5.1.4). With the interlacing condition we can deduce the relations
ANA=NANTTA <3 ITAAXA. Conclude: IIAAN XA = A\ A
For the second part of claim (i) let again A C D be an arbitrary, nonempty
set. A similar reasoning as above establishes the relations: A\ A <; IIA and
VA <; \VA. Therefore, we have: ANA-\VA < ITA-\/ A = IIA (by the
interlacing condition of (D, <;,<s) and 5.1.4). The other direction, namely
that ITA =TTA- A A <; A A -V A, is justified by the facts that ITA <; \/ A,
that AA <3 A A, and that (D, <;, <o) is interlaced. Together we get the
relation ITA = A A -\ A.

(ii) We apply a similar reasoning as in (i): For example, we have: T1A <5 ITA
and \/ A <9 YA and therefore (using again the interlacing condition) \/ A =
IMAV\ A <9 ITAVXA. The other direction is justified because of the following
reasoning: ITA <5 \/ A and XA <3 XA implies [TAV XA <3 \V AV XA =\/A.
Together we have: \/ A =1IAV X A. g.ed.

The above Lemma 5.1.5 determines necessary conditions for a bilattice to be
interlaced. In order to get a characterization result, we need to prove that these
conditions are also sufficient. Unfortunately, we cannot do this directly. We
take a detour by stating sufficient conditions that seemingly are very specific
properties of a bilattice. These properties will be generalized to the interlacing
condition later.

Lemma 5.1.6 Let (D,<;,<9) be a bilattice, i.e. (D,<;) and (D,<s) are
complete lattices, such that (D,<1,<s) satisfies the following properties:

For all nonempty ACD: NA=TIAANXA and
for all nonempty AC D :1IA=N\NA-\ A and
for all nonempty AC D :\JA=1IAV XA and
for all nonempty ACD:SA=A\NA+\VA

Then it holds: If A C D and B C D are arbitrary nonempty sets and
E C{e|Vae€ A:a <y e} is a nonempty set such that the following properties
hold: B=AUEU\/ E, and \|] A <1 \/ B, then conditions (i) and (i) hold:
(i) TIA <, IIB
(i) SA <, ©B

Dually, if A,B C D are arbitrary nonempty sets and ) # E C {e | Va €
A i a <9 e}, such that the following properties hold: B = AU E UXE and
YA <9 ¥B, then conditions (iii) and (iv) hold:
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(iii) NA <2 \B
(iv)\| A<s\/ B

Proof: (i) Let A C D be a nonempty set, such that B = AUE U \/ E,
VA<1VB,EC{e|Vae A:a< e}, and C =\/ AUEU\ E. Then it holds:
[c=A\C-\VC=VA-\VCand\ A <; IIC. Consider = := IIA-IIC. Because
of the relation x <o IIA it holds for all a € A: x <5 a and similarly because of
the relation x <o IIC, it is justified that for all ¢ € C : z <5 ¢. Hence, we can
conclude for B = AU C that the following relation holds: = <o {b | b € B}.
To prove that x is the greatest lower bound of B with respect to <o, let y
be an arbitrary lower bound of B with respect to <o. Then it is evident that
y <o IIC" and y <o IIA hold. Because x = IIA - IIC we can deduce the relation
y <9 x. We can conclude: r = ITA - TIC = IIB. Because of the inequality
I[MTA =TTAATIC <; ITA -TIC = IIB (justified by the premises and the fact that
ITA <; \/ A <4 TIC), we can deduce the claim, namely that it holds ITA <; TIB.

(i) The proof for (ii) is quite similar to the proof of claim (i). Let
A C D be an arbitrary set, B = AU E U \/ E, such that \/ A <, VB,
E ={e | Va € A :a <y ¢}, and C = \VJAUEUVE. Then
XC=NC+\VC=\VA+\Cand\ A <; YA. Consider now x := XA+ XC.
Because of the relation XA <o z, it holds Va € A : a <9 z and similarly
because of the relation >C <5 z, it is justified that Ve € C : ¢ <5 =z.
Hence, we can conclude for B = A U C that the relation B <y z holds. To
prove that x is the lowest upper bound of B with respect to <o, let y be
an arbitrary upper bound of B with respect to <. Then it is evident that
YC <5 y and YA <5 y, and because x = YA + XC, the relation z <o y
holds. We can conclude: z = XA + XC = XB. Because of the inequality
YA = YAANEC <1 YA+ XC = ¥B (essentially justified by the fact that
YA <1 VA< 20), we can deduce the desired assertion YA <; ¥.B.

(iii) This claim is the dual statement of (i).

(iv) This claim is the dual statement of (ii). q.e.d.

Now, we will formulate the dual assertion of Lemma 5.1.6. We claim the
following: if a subset A of a bilattice is a proper subset of a set B (of the same
bilattice) and B has only additional elements which are smaller than every
a € A, then (assuming certain additional conditions) the sets A and B satisfy
the interlacing property.

Lemma 5.1.7 Let (D,<1,<9) be a bilattice, such that (D,<;,<9) satisfies
the following properties:

For all nonempty AC D: NA=TAANXA and
for all nonempty AC D :TTA=N\NA-\ A and
for all nonempty AC D :\/] A=1IAV XA and
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for all nonempty ACD:XA=A\NA+VA

Then it holds: If B C D is an arbitrary set and A = BUE U AE for a
nonempty set E = {e | Vb € B : e <1 b}, such that NA <1 A\ B, then (i) and
(i) hold:

(i) I1A <, IIB

(ii) XA <1 ¥B

Additionally, if B C D is an arbitrary set and A = BUEUILE for a nonempty
set E={e|Vbe B:e<yb}, such that IIA <5 1B, then (i) and (iv) hold:
(iii) NA <2 A\B
(iv)VA<2VB

Proof: The proof is analogous to the proof of 5.1.6. We only demonstrate
the essential considerations for (i). Assume that C = ABUE U A E. Then
Inc = NC-VC = AB-ANC and AN A <; TIC (by assumption). Consider
z = IIC - IIB. Obviously, x <9 C and = <9 B. Therefore: x <o A. For
similar reasons as in 5.1.6 we can justify: x is the greatest lower bound of A,
and that is why we can establish the relation: = IIA. Now we can formulate
the inequality IIA = IIC - 1IB <y IIC VIIB = IIB and the assertion I1A <; IIB
follows.

The assertions (ii)-(iv) are proven similarly. q.e.d.

The next Lemma is helpful to reduce the proof of Lemma 5.1.9 to the proofs
of Lemmas 5.1.6 and 5.1.7. The following lemma is an immediate consequence of
ordinary lattice theory and is not a result of the theory bilattices. Although the
next claims are quite simple, they are important for the further argumentation.

Lemma 5.1.8 FEvery bilattice (D, <1, <9) satisfies the following conditions for
arbitrary nonempty sets A and B where A,B C D:

Proof: (i) The proof requires only an argument concerning ordinary
lattice theory. If A <; B, then by definition the following relations hold:
(Va € A)(3b € B) : a <; b and additionally (Vb € B)(Ja € A) : a <; b. Because
of the second condition we can justify the claim: A A is a lower bound for
every b € B. Therefore we are able to conclude A\ A <; A B. Because of the
first condition, we have immediately: \/ B is an upper bound for every a € A.
Conclude: \V A <; \/ B.

(ii) We can reason in a similar way as in (i) to get the desired result.  qg.e.d.

Now, it is possible to formulate a Lemma which enables us to give sufficient
conditions for a bilattice to be interlaced. That result is essentially a general-
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ization of Lemmas 5.1.6 and 5.1.7. Notice that Lemma 5.1.8 is crucially used
here.

Lemma 5.1.9 Let D = (D, <y,<5) be a bilattice, such that D satisfies the
following properties:

For all nonempty AC D: NA=TAANXA and
for all nonempty AC D :TTA=NA-\ A and
for all nonempty AC D :\/] A=1IAV XA and
for all nonempty ACD:YA=N\NA+VA

Then the bilattice (D, <1,<9) is interlaced.

Proof: Assume the antecedent of the claim. Let A and B be arbitrary
nonempty subsets of D, such that A <; B holds. Because of Lemma 5.1.8 we
simply have to check the following four claims (a)-(d):

(a) [NA=ABand \/ A=\ B] — [lIA <; [IB and YA <; ¥B]|

(b [NA=ABand VA <;\/B] — [[IA <;IIB and XA <; ¥B]
(¢c) [NA<i ABand \VA=\/B] — [HIA <; 1IB and XA <; ¥B]
(d) [NA<i ABand \VA<;\/B] — [[IA <; IIB and YA <; ¥B]

Ad (a): Trivial, because of the assumption ITA = A A -\/ A for all nonempty
subsets A C D.

Ad (b): For the sets A and B it can be established: Va € A : AB <; a
and a <; \/B. Consider now the set C = AU\ B U E, with
E ={e| VA <1 e <4 VB}. Obviously it holds: AC = AB and
\VC = \/ B. With the premises [IA = AA-\V A and ¥A = ANA+ VA we
have immediately IIC = AC -\/C = AB-\/ B = IIB and analogously the
relation ¥C = AC+\VC = AB +\/ B = £B. Because of the fact that C
satisfies the conditions of Lemma 5.1.6 we are able to conclude: IIA <y IIB
and YA <4 ¥B.

Ad (c): Similarly as in (b) it holds obviously: Vb € B: A A <y band b <; \/ A.
Now we consider the set C with C' := BU A AU E where E is defined as
follows: E = {e | ANA <1 e <y A B}. We can justify the relations AC = A\ A
and \/C = \/ A. Moreover, it holds: C <; B. Therefore, we can verify
HCc=AC-VC=ANA-\VAand EC = ANC+\C=NA+\VA=ZXA The
set C satisfies the conditions of Lemma 5.1.7, so we have: IIC <; IIB and
Y.C <; ¥B and therefore we are able to conclude the desired result (using the
relations IIC' = IIA and XC = ¥ A): [TA <; IIB and XA <; ¥B.

Ad (d): The assertion is a consequence of (b) and (c): Consider a set C
with AA= AC and \/ A <1 VC =\ B. Then by (b) we have I[IA <; IIC
and XA <; XC. Because of (c) we can conclude (using AC <3 A B and
VC = \/B): IIC <; IIB and ©C <; ¥B. Together we have ITA <; IIB
and YA <y ¥B for all sets A and B with the property AA <; A B and
\/ A <1 \/ B. Considering the cases (a)-(d), we get the following result:



86 CHAPTER 5. PROPERTIES OF BILATTICES

VA BCD:A<{B — A< 1IB and
VAABCD:A<{B — YA<{XB

The remaining cases, namely that it holds A <o B — A A <y A B and fur-
thermore A <9 B — \/ A <o \/ B, are dual statements and can therefore be
trivially established. g.e.d.

Using the above lemmas, it is possible to formulate Theorem 5.1.10 which
states necessary and sufficient conditions for an arbitrary bilattice to be inter-
laced. In other words, the next theorem characterizes interlaced bilattices.

Theorem 5.1.10 A bilattice (D, <1, <s) is interlaced iff the following condi-
tions hold:

For all nonempty AC D: NA=TAANXA and
for all nonempty AC D :TTA=N\NA-\ A and
for all nonempty AC D:\/] A=1IAV XA and
for all nonempty ACD:YA=N\NA+VA

Proof: One direction of the claim is justified immediately by Lemma 5.1.5,
the other direction follows directly from Lemma 5.1.9 g.e.d.

It is helpful to add some remarks, in order to provide a more intuitive picture
of the characterization. Although Theorem 5.1.10 is quite abstract, it provides
an intuitive picture of the properties of interlaced bilattices.

Remark 5.1.2 (i) Theorem 5.1.10 extends the claim of Fact 5.1.3(ii). Whereas
Fact 5.1.3(ii) makes a claim about D the above theorem allows to generalize
this claim to arbitrary subsets A C D of a bilattice. An interesting feature
of Fact 5.1.3(ii) is that Fitting proved his result in [Fi89] using transfinite
inductions. The more general result 5.1.10 can be proven more elementary
without transfinite techniques and the usage of ordinals.

(ii) The interlacing condition connects the two order relations of a given
bilattice. The characterization makes clear that this connection can be
extended to an effective algorithm which calculates an infimum of a subset
A C D from the infimum and supremum of the alternative order relation. In
other words: the order relation <; is fixed, if one knows precisely the behavior
of the order relation <; for every subset A C D (i,j € {1,2}).

(iii) The characterization seems to be quite abstract. In fact, the idea behind
Theorem 5.1.10 is relatively simple. The following diagram helps to clarify the
situation.
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\V D

VA

<1 1ID 1A YA >D

The diagram shows the behavior of an arbitrary subset A of a given bilattice
D = (D, <y,<3). The supremum and infimum of A w.r.t. one of the two order
relations can be calculated using the infimum and supremum of A w.r.t. the
other order relation. In other words: given A, then we need only one order
relation to calculate the supremum and infimum of the other extremal points
of the other order relation. This is essentially the content of the interlacing
condition.

(iv) Speaking metaphorically, Theorem 5.1.10 points out a property of interlaced
bilattices that can be described with the (very intuitive) words ’every subset
of an interlaced bilattice that includes the infima and suprema of both order
relations is 'rhombus-like’ and every 'rhombus-like’ bilattice is interlaced’. Here,
the term ’rhombus-like’ refers to the characterization properties of Theorem
5.1.10. If we consider a finite interlaced bilattice (we require furthermore that
this bilattice is representable in a ’double-Hasse-diagram’), we can associate
this bilattice with a bilattice that is composed of several rhombuses. Each such
rhombus need not to be the trivial rhombus with four elements (FOUR); but each
rhombus can be represented by a generalized form of rhombuses. The limits
of such a metaphorical illustration are obvious. For example, the following
'rthombuses’ (a) and (b) are also interlaced bilattices: both do not have the
(intuitive) diagrammatic rhombus-like property, but both satisfy the required
conditions for an interlaced bilattice (provided that in example (b) we interpret
<1 = <9 and we assume furthermore that =z <; y for i € {1,2}).
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(a) ou (b)

(v) It would be a nice property of interlaced bilattices, if each pair of elements
of a given interlaced bilattice was comparable at least with respect to one order
relation (later we will call this property ’bilinearity’). Unfortunately, this is
not necessarily the case, as can be seen in the following diagram. Although
the bilattice in the diagram is interlaced, x and y are neither comparable with
respect to <; nor to <s.

In the next section, we will prove a second characterization theorem that
states sufficient and necessary conditions for a particular subclass of interlaced
bilattices.

5.2 A Second Characterization Theorem

In order to give characterizations of the interlacing property of subclasses of
bilattices, we restrict our consideration to bilinear bilattices and distributive
bilattices in the following two sections. First, we introduce the important con-
cept of bilinearity in the next definition. This concept was originally introduced
by Melvin Fitting in [Fi94].
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Definition 5.2.1 A bilattices D = (D, <y, <s) is called bilinear if each two
elements x € D and y € D are comparable with each other at least with respect
to one of the two order relations <1 and <s.

The idea of bilinearity is that each pair of elements of D are connected
via an order relation. At this point, it is necessary to define the notion of a
bifilter, originally introduced in [ArAv96] which provides a new characterization
of a certain subclass of interlaced bilattices. We begin our argumentation with
some definitions that are direct generalizations of the corresponding concepts
in ordinary lattice theory.

Definition 5.2.2 (i) Let (D,<y,<3) be a bilattice. A set F C D is called a
bifilter, if (a) and (b) hold:

(a)Va,be D:aNbeF < ac€Fandbe F

(b)VYa,beD:a-beF & ac€FandbeF

(i) A bifilter F' of a bilattice (D, <y,<s) is called prime, if the conditions (c)
and (d) hold:

(c)Ya,be F:aVbeF & ac€ForbeF

(d)Va,be F:a+beF < ac€ForbeF

Bifilters are straightforward generalizations of ordinary filters in lattice
theory (or other algebraic theories). Similarly, the same is true for the
concept of prime bifilters. An additional remark is helpful at this point: An
ultrabifilter, according to [ArAv96], needs additional operations defined on
a bilattice. An ultrabifilter is defined by additional operations which are
interpretable as certain kinds of negations (from a logical point of view)
or certain isomorphisms (from a more algebraic point of view). A similar
situation exists in lattice theory. The maximality condition of an ultrafilter
uses essentially a negation. Because of the fact that in the theory of bilattices
there are two possible negations, we need to consider two lattice isomorphisms.
In the remaining sections of this chapter, we do not work with ultrabifilters
and refer the interested reader to the paper [ArAv96] for more information
concerning this concept.

The next Lemma describes a property of interlaced bilattices. It is not
dependent on the bilinearity condition of bilattices.

Lemma 5.2.3 Let (D, <1,<3) be an interlaced bilattice. Then it holds for all
r € D:
r< 1D & 2<; AD

Proof: The proof is an easy application of the interlacing condition of
(D, <1,<9). For one direction we assume that = <; IID. Then, the relations
IID <9 AD and z <5 x hold obviously. Using the interlacing condition of
(D, <1,<9) we can deduce: x = IID Az <9 AD Az = A\ D. For the other
direction we assume x <5 A D. Clearly, it holds: A D <; IID and z <; =z.
Again we use the interlacing condition and get: = A D -z <y IID -2 =IID.
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Together: x <o IID < = <y A D. g.ed.

Remark 5.2.1 It is clear that there is a dual relation of the claim of Lemma
5.2.3 with respect to the points XD and \/ D. This is a direct consequence of
the symmetric structure of bilattices. Because of the fact that this dual relation
is not needed in the further considerations, we skip it.

The next Lemma states a sufficient condition for a set X to be a chain in
D for a given billinear bilattice.

Lemma 5.2.4 Let (D, <1,<9) be a bilinear interlaced bilattice and let

X:={z| \D <2<, 1D}
be a subset of D. Then X is a chain with respect to <1 and <s.

Proof: We have to prove that every two elements of X are comparable
with respect to <1 and <,. Let x and y be two arbitrary elements of X. We
show that the following equivalence holds: = <; y <9 z. Assume z <; y.
Obviously, we have x <; = and y <; IID. Using Lemma 5.2.3, we can verify
the two relations <9 z and y <5 A D and with the interlacing condition of
(D, <1,<9) we get: y =xVy <9 xV AD = x. For the other direction the
reasoning is similar. Together we have: x <1 y < y <9 x. Because (D, <1, <3)
is bilinear, we can conclude: X is a chain with respect to both order relations.

g.e.d.

Now, we are able to prove a Lemma which provides necessary conditions for
a (non-trivial) bilinear bilattice that is interlaced.

Lemma 5.2.5 Let (D, <1,<s) be a bilinear non-trivial interlaced bilattice.!
Then the subset E C D that is defined as follows:
E:=D-{z| \D <2<, 1ID}
is a prime bifilter of (D, <1, <s).
Proof: We have to check that FE satisfies the conditions of Definition
5.2.2(i). First, we show that the following two conditions hold:
(a)Va,be D:aNbeFE & ac Fandbe E
(b)Va,beD:a-beFE < ac€ Fandbe E

Ad (a): Assume that a Ab € E. We can justify either a A b £; IID or
aANb £ N\ A, according to the definition of E. Because of Lemma 5.2.3 we
have the equivalence =(a Ab €2 A D) < —(a Ab £1 IID) and therefore we get

!The term 'non-trivial’ means that (D, <;, <s) is not a chain: {z | A D <; = <; IID} # D.
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the implication: a Ab € E = —(a Ab < IID). Because it holds a A b <; a and
a Ab <y b we have a fortiori =(a <; IID) and —(b <; IID). Thus: a € E and
b € E, according to the definition of E.

Now, assume again that a € F and b € E. Because (D, <y, <3) is bilinear we
claim: a and b are comparable with respect to one of the two order relations
(at least). Without loss of generality we can distinguish two cases: a <; b or
a <9 b. If it holds a <; b we have immediately a = a Ab € E. On the other
hand, if a <9 b, then we get a-b € F and a + b € F as well. Assume that it
holds a Ab & E. Then by definition: a-b <g a Ab <o A\ D and together with
Lemma 5.2.4 we have a - b ¢ E which is a contradiction. Therefore we can
conclude that a A b € E holds.

Ad (b): The assertion Va,b € D :a-be E < a € E and b € E is the dual of

the above reasoning.
It remains to show that (c) and (d) holds:

(c)Va,be E:avbe E & ac Eorbe E
(d)Va,be E:a+beE & acEorbe E

For one direction of the first claim, we have to show that the following implica-
tion holds: aVb € E = (a € E or b € E). We show the contraposition: If a ¢ F
and b € E, then by definition of E we get a € D — E ={z | AD <y z <; I[ID}
and b€ D — E. But D — FE is a chain with respect to both order relations (be-
cause of Lemma 5.2.4), therefore we have immediately the fact: avVbe D — E
ie.avVbég E.

The other direction is obvious: If a € EF or b € E, then a V b € E, because it
holds: if a Vb & E, then by definition a V b <; IID. Then we have a fortiori
a <1 IID and b <; IId which means: a ¢ F¥ and b ¢ E. Together we conclude:
aVbe F<acForbe F.

The relation a +b € E < a € F or b € F is the dual statement of the above
reasoning. Hence, the claim follows immediately from the above considerations.
g.e.d.

Now, we can prove the second characterization theorem. It gives us a possi-
bility to characterize the class of nontrivial finite bilinear interlaced bilattices.

Theorem 5.2.6 Let (D, <1, <9) be a non-trivial bilinear finite bilattice. Then
it holds: (D, <1, <9) is interlaced iff E C D with

E:=D—{z| \D <2<, 1ID}

is a prime bifilter of (D,<1,<2), D — E satisfies the interlacing conditions of
(D,<4,<9) and the set {x | AD <1 x <y IID} is a chain with respect to both
order relations.
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Proof: 7=" 1f (D, <1, <3) is a finite non-trivial bilinear interlaced bilattice,
then E' is a prime bifilter of (D, <;, <o) because of Lemma 5.2.5. Notice that
(E, <1,<9) itself is an interlaced bilattice: This holds, because all infima with
respect to both order relations are elements of E: Let A = {a1,a9,...,a,} CF
be an arbitrary set. Then consider the following computation of A A:

ag Na;p =1
c1N\Nag = ¢y

Cn—1 N\ Gp = Cp

Obviously, all ¢;s (i < n) are elements of E, because E is a prime bifilter of
(D,<1,<9). For the infimum operation with respect to <, we reason in a
similar way. Moreover, the set

is a chain with respect to both order relations (because of Lemma 5.2.4).

7 <" Trivial. q.e.d.

We can state as an easy consequence the following corollary. This corollary
is a representation statement for the class of finite bilinear interlaced bilattices.

Corollary 5.2.7 Assume (D, <1, <s) is a bilattice. Then the following equiv-
alence holds: (D, <1,<9) is a finite bilinear interlaced bilattice iff (D,<;
,<9) s isomorphic to the product of two chains ({0,1,2,...,n},<) and
({0,1,2,...,m}, <) where < is the standard order on the natural numbers.

Proof: 7<” Assume that (D, <;,<s) is a finite, bilinear and interlaced
bilattice. We have to show that there are two chains A = ({0,1,2,...,n}, <)
and B = ({0,1,2,...,m}, <), such that the product A x B is isomorphic to
(D, <y,<9). Using Lemma 5.2.4 we know that {z | A D <; x <; IID} is a chain
with respect to both order relations and D! = D — {z | AD <y z <y IID}
is again a finite bilinear interlaced bilattice. Notice that a finite applica-
tion of this reduction (for a certain natural number n) yields a bilattice
D™ =Dt g | ADT"F <y 2 <y IID™™F!} that is a chain with respect
to both order relations. Clearly, D~" is isomorphic to a product of two chains,
namely D™" = D" x ({0}, <) = ({0,1,2,...,m},<) x ({0}, <). Now, it is
clear that D! 2 ({0,1,2,....,m}, <) x ({0,1}, <) and so on. Finally, we get
D~ ({{0,1,2,...,m},<) x ({0,1,2,...,m}, <) which is the desired result.

”=" Assume that ({0,1,2,...,n},<) and ({0,1,2,...,m}, <) are two chains.
Let ({0,1,2,...,n} x {0,1,2,...,m}, <y, <5) be the bilattice resulting from the
product of the two chains. Because of Fact 5.1.3(iii), this bilattice is interlaced.
Finiteness is clear, and bilinarity is a direct consequence of the definition of the
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induced order relations. g.e.d.

Characterization Theorem 5.2.6 clarfies that the bilinearity condition of
bilattices is a relatively strong restriction of bilattices. Essentially, bilinear
interlaced bilattices are products of chains (provided the bilatice is finite).
That is the upshot of Corollary 5.2.7, the representation theorem for this class
of interlaced bilattices.

In the next section, we will prove a third characterization of a certain sub-
class of interlaced bilattices. We will correlate interlaced bilattices with dis-
tributive bilattices and we will see that the connection between the two classes
is the bilinearity condition.

5.3 A Third Characterization Theorem

It is well known by the work of Melvin Fitting (compare [Fi89]) that every
distributive bilattice is also interlaced. The converse is not true in general.
According to the following Theorem 5.3.1, we can specify an additional property
(i.e. we specify a subclass of bilattices) in order to get an equivalence between
interlaced bilattices and distributive bilattices. If we consider only bilinear
bilattices, then the class of interlaced bilattices and the class of distributive
bilattices are coextensional. In other words: every bilinear bilattice which is
interlaced is also distributive and vice versa.

Theorem 5.3.1 Let (D, <1,<5) be a bilinear bilattice. Then it holds:
(D, <1, <9) is interlaced iff (D,<y,<s) is distributive.

Proof: "=" We have to prove that a bilinear interlaced bilattice satisfies
the following 12 equations for all a,b,c € D:

(iy)an(b-c)=(anb)-(aNDd)
(i) an(b+c)=(anb)+ (aNDb)
(iii) an(bVe)=(aAb)V (aAD)
(iv)aVv(b-c)=(aVb)- (aVec)
(V)aVvV(bAc)=(aVb)A(aVec)
(vi)aV(b+c)=(aVb)+(aVc)
(vii) a- (bAc)=(a-b)A(a-c)
(viii) a- (bVe)=(a-b)V(a-c)
(ix) a-(b+c)=(a-b)+(a-c)
(x)a+(b-¢c)=(a+b) - (a+c)
(xi)a+(bVe)=(a+b)V(a+c)
(xiil) a+ (bAc)=(a+b)A(a+c)

A remark concerning the following considerations is helpful: each of the
justifications of (i)-(xii) is very similar in its structure. In particular, the proofs
for the claims (i)-(xii) are essentially a matter of case-checking. Although the
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reasoning is very straightforward (in general), the reader could find it quite
tedious. We do not prove the theorem explicitly and in all details, but rather
sketch the proof. The reader is referred to [Ku99] for a more complete and
explicit proof.

Ad(i): We have to prove that the equation aA(b-c) = (aAb)-(aAb) holds. One
direction is obvious: Because of the valid inequalities a Ab <; band aAc <g ¢,
we have immediately (a Ab) - (aAc) <1 (b-c) (using the interlacing condition).
Furthermore, because of a Ab <; a and the fact that a A ¢ <; a we get the valid
formula (a Ab) - (a Ac) <1 a and together: (a Ab)-(aAc)<iaAn(b-c)?

The other direction requires a distinction in nine subcases (a) - (i). We check
all possible relations between b- ¢, and the two elements b and ¢ in the following.

(a) Assume b-c <; b and b-c <; ¢. Using the relation a <; a we have:
aN(b-c)<iaAband aA(b-c) <; aAc. With the interlacing condition we get
the desired result: a A (b-c) <; (aAD)-(aAc).

(b) Assume b <; b-c and b-c¢ <; ¢. Then, we can justify the two relations
aN(b-c) <1 aAcand aAb <; aAb. This gives us the relation (aA(b-c))-(aAb) <y
(aND)-(aAc). Because b-c <9 b (and therefore a A (b-¢c) <3 a A b), we can
justify (aA(b-¢))-(aAb) =aA (b-c). But then: aA(b-¢c) <1 (aAb)-(aAc).
(c) Assume b-c¢ <; b and ¢ <; b-c. Similar reasoning as in (b) provides the
desired result: a A (b-c) <1 (a Ab) - (aAc).

(d) Assume b <; b-cand ¢ <q b-c. Because b- ¢ is an upper bound of b and ¢
with respect to <y, we have bV ¢ <; b-c. This implies (using Lemma 5.1.4) that
bV c=b-c. Because of the validity of the following two relations b+ ¢ <1 b-¢
and b4+ c <3y b+ ¢, we get b+ ¢ <1 b A ¢ which means that b+ ¢ = b A c.
Obviously, {b,c} builds a chain with respect to both order relations. Without
loss of generality assume ¢ <o b. Then, we can justify a A (b-¢) <1 aAc
and a Ab <1 a Ab. With the interlacing condition we can deduce the relation
(an(b-¢))-(anb) <1 (aAb)-(aAc)and this is equivalent to the desired
inequality a A (b-¢) <1 (a A b) - (a Ac).

(e) Let b and b- ¢ be not comparable with respect to <; and assume further that
b-c <; c. Because of the valid two relations a A (b-¢) < aAcand a-b<;aAb
we get immediately (a A (b-c¢)) - (a Ab) <1 (a AD) - (aAc). This relation is
equivalent to a A (b-¢) <1 (a Ab) - (a A ¢) which is the desired result.

(f) Assume b-c¢ <y b and let ¢ and b - ¢ be not comparable with respect to <j.
The same reasoning as in (e) guarantees that it holds: aA(b-c) <; (aAb)-(aAc).
(g) Let b and b- ¢ be not comparable with respect to <; and assume further that
¢ <1 b-c. Assume b and c are comparable with respect to <i, then b = bVcor b =
bAc, and therefore b is comparable with the element b-c with respect to <;. But
that contradicts our assumption. So, b and c is only comparable with respect to
<5 (notice that at this point the bilinearity condition of (D, <j, <s) is essentially
used). Without loss of generality we assume b- ¢ = c and b+ ¢ = b. Then, the
relations a A (b-c¢) <1 (aAc) and a Ab <; a A b hold. Using the interlacing
condition we have immediately the relation (aA(b-c))-(aAb) <; (aAb)-(aAc).

2Notice that this direction corresponds to the ’easy’ direction in ordinary lattice theory.
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This inequality is equivalent to the desired relation a A (b-¢) <1 (aAb) - (aAc).
(h) Assume b <; b-c and let ¢ and b - ¢ be not comparable with respect to <;.
Then, we reason similarly as in case (g).

(i) Assume both, namely that b and b- ¢ and ¢ and b - ¢ are not comparable
with respect to <;. If it were the case that b and ¢ are comparable with respect
to <y, then b <; b-cor b-c <y b (justified by Lemma 5.1.4) and we would
have a contradiction with our assumption. If it were the case that b and c
are comparable with respect to <5, then we would have b=b-cor c = b - ¢,
and again we would have a contradiction. So, this case is not possible in an
interlaced bilattice which is bilinear.

Conclusion: it holds a A (b-¢) <1 (a Ab) - (a A ¢) and together with the
inequality of the other direction above, we have justified the desired result:
aN(-c)=(aAb) (aAc).

Ad (ii) First, we show the straightforward direction (aAb)+(aAc) <1 aA(b+c).
Obviously it holds a Ab <1 a and a A ¢ <1 a, and using the interlacing property
we get: (a Ab) + (a Ac) <1 a. Because of the fact that it holds a A b <; b and
a A c <y ¢, we get immediately (a Ab) + (a Ac) <1 b+ c. Together we have:
(anb)+(anc)<iaN(b+c).

The proof for the other direction a A (b+¢) <1 (aAb)+ (aAc) is more complex.
Again we have to consider nine subcases (a) - (i):

(a) Assume b+ ¢ <1 b and b+ ¢ <; ¢. Together with the trivial inequality
a <; a we get immediately on the one hand the inequality a A (b+¢) <1 aAb
and on the other hand the inequality a A (b+ ¢) <1 a A ¢. Using the interlacing
property we get: a A (b+¢) <1 (a Ab) + (a Ac).

(b) Assume b+c <; band ¢ <; b+c. On the one hand we have aA(b+c) <; aAb,
and on the other hand we have trivially the inequality a Ac <; aAc. That leads
us to the inequality (a A (b+¢))+ (aAc) <1 (aAb)+ (aAc). Now, c<sb+c
and therefore we get (a A ¢) <o a A (b+ ¢). That is why we can conclude the
desired relation: a A (b+¢) <; (a Ab) + (a A c).

(c) Assume b <1 b+ c and b+ ¢ <7 ¢. We have symmetrical conditions as in
subcase (b), therefore a similar reasoning (with substituting b for ¢) guarantees
the desired inequality a A (b+¢) <; (a A D) + (a Ac).

(d) Assume b <; b+ c and ¢ <; b+ ¢. With Lemma 5.1.4 we get b+c=0bV c.
Then we have obviously: b-¢c <1 b+ cand b-c <1 b-c and therefore it holds:
b-c<i (b+c)A(b-c) =bAc (by Lemma 5.1.5). We conclude: b-¢c=bAc.
Obviously {b, ¢} forms a chain with respect to both order relations. Without loss
of generality assume b <5 ¢. Then we have: aA(b+c¢) <1 aAcand aAb <1 aAb.
With the interlacing condition we get: (a A (b+¢))+ (aAb) <1 (aAb)+ (aAc).
Because of the fact that b <9 b+ ¢ (and therefore a A b <2 a A (b+ ¢)) we
conclude that it holds: a A (b+¢) <; (a Ab) + (a A c).

(e) Let b and b+ ¢ be not comparable with respect to <; and assume b+c¢ <; c.
Because of the two relations a A (b+¢) <; aAcand a Ab<; aAb, we get the
relation (a A (b+¢)) + (a Ab) <1 (a Ab) + (a A c). This is equivalent to the
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relation: a A (b+¢) <1 (a Ab) + (a A c).

(f) Assume b+ ¢ <; b and let ¢ and b+ ¢ be not comparable with respect to
<j. Again, we reason in the similar way as in (e).

(g) Let b and b+ ¢ be not comparable with respect to <; and assume ¢ <; b+-c.
It is not possible that b and ¢ are comparable with respect to <;, because
else we would get b <1 b+ c or b + ¢ <; b which is inconsistent with our
assumption. Therefore b and ¢ must be comparable with respect to <, (at this
step we use the bilinearity assumption). Because b and b + ¢ are incomparable
with respect to <1 we get b =b-c and ¢ = b+ c. Therefore: a Ab <3 aAD
and a A (b+ ¢) <y a A c. Using the interlacing condition we get the relation:
(an(b+c)+(and) <1 (aAb)+ (aAc). As above this is equivalent to:
aN(b+c) <y (aAb)+ (aNc).

(h) Assume b <; b+ c and let ¢ and b+ ¢ be not comparable with respect to
<;. Similar reasoning as in subcase (g) guarantees that it holds: a A (b+¢) <3
(a AD)+ (aNc).

(i) Let b and b+ ¢, and ¢ and b + ¢ be not comparable with respect to <j.
Assume b and c¢ are comparable with respect to <y, then it would be the case
that b <1 b+ ¢ or ¢ <1 b+ ¢ which is impossible. Assume on the other hand
that b and ¢ are comparable with respect to <5, then we have b = b + ¢ or
¢ = b+ ¢, which is impossible, either. Hence, this situation cannot occur.

We can state the following conclusion: a A (b+¢) <1 (a Ab) + (a A ¢) and with
the inequality of the other direction (‘easy’ direction) we have the equality:
alN(b+c)=(aNb)+ (aAc).

Ad (iii)-(xii): It is a tedious and boring work to check all the remaining cases.
We refer the interested reader to [Ku99] for a complete proof of this direction.

”<«<" Compare Fact 5.1.3(i). q.e.d.

Remark 5.3.1 (i) The proof of Theorem 5.3.1 is not very elegant. Although
the reasoning is relatively simple in character (one has only to check a certain
number of cases and subcases), it is a tedious work to write down this
proof. The author was not able to simplify the presented proof or to find an
alternative (and easier) argument.

(ii) Theorem 5.3.1 illuminates the crucial property connecting interlaced
bilattices and distributive bilattices: this crucial property is the bilinearity
condition. Restricting the discourse to bilinear bilattices, distributivity and the
interlacing property are equivalent. Differences between these concepts arise,
if there are points that are incomparable with respect to both order relations.
Notice that Theorem 5.3.1 does not include any restriction with respect to the
cardinality of the bilattice. It is completely general and does not use higher
order concepts like ordinal numbers.
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(iii) Notice that Corollary 5.2.7 is in a certain sense a finite version of Theorem
5.3.1. The fact that finite, bilinear interlaced bilattices are products of (finite)
chains implies that these bilattices are also distributive.® The special character
of Corollary 5.2.7 is naturally generalized by the Theorem 5.3.1.

(iv) The bilinearity condition is a relatively strong restriction. Most examples
we saw in this chapter and in Chapter 4 were not bilinear. The classical
examples of bilinear bilattices D = (D, <;, <) are products of chains (compare
Definition 4.2.4) and bilattices that are build out of the simple bilattice FOUR
(compare Example 4.2.3(ii) for the definition of FOUR).

One could imagine to consider another kind of distributivity condition. In
general, it makes a difference whether one considers the finite form of distribu-
tivity (as for example the condition a A (bV¢) = (a Ab)V (aAc)) or the infinite
form as can be represented as follows (where B C D is a countable set):

V(Af{a.bitven) =an(\/ B)

It is clear that the infinite version implies the finite one. The contrary is not
generally true in the theory of lattices (as well as in topological spaces where
the intersection of infinitely many open sets is not necessarily in the topological
space). The crucial condition in the theory of lattices is completeness. For the
class of bilattices completeness is assumed. Therefore, the finite distributivity
version implies even the infinite one. The following proposition states that fact.

Proposition 5.3.2 Assume D = (D, <1,<9) is a countable bilattice. Then it
holds: if D is finitely distributive then D is infinitely distributive as well.

Proof: The crucial point in the proof is the completeness condition of the
two lattices (D, <1) and (D, <3). We show only that it holds: \/(A{a, b; }s,en) =
a A (\/ B). For one direction notice that it holds

VieN:aAnb <3 a/\(bl\/bg\/...)

Hence, we can conclude that it holds:

(anbr)V(aAb) V... <3 aA(bi VbV ...)

For the other direction we have (using the assumed finite distributivity condi-
tion)

VneN:aA(biVbaV..Vby) <i(aAbi)V(aAb2) V..V (aAby)

Because of completeness we can deduce that it holds:

\/(/\{aa bi}biEB) =ah (\/ B)

3This is easy to check.
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That suffices to show the proposition. g.e.d.

Remark 5.3.2 The above Proposition 5.3.2 shows that we can work with
finite distributivity instead of infinite distributivity without loosing impor-
tant properties (at least for the countable case). The crucial point is the
completeness of the underlying lattices. Working in the class of pre-bilattices
where completeness is not required the distinction between finite and infinite
distributivity becomes important.

We finish this section of the third characterization of subclasses of interlaced
bilattices with these remarks. The next section is devoted to some consider-
ations concerning possible negations (lattice homomorphisms) in bilattices in
general. Although this is not absolutely important for Kripke’s fixed point
approach it is helpful for a better understanding of the concept of bilattices.

5.4 Negation

In this section, we will consider the possibilities to introduce a negation on
interlaced bilattices. We remind the reader that the original definition of a
bilattice by Ginsberg includes a lattice homomorphism preserving the <; order
and inverts the <7 order relation (cf. Definition 4.2.3). We do not want to
restrict our considerations to truth orders and information orders. We use
simply the relations <; (that corresponds closely to the information order) and
<y (that corresponds to the truth order in Definition 4.2.3). Therefore, we
assume that the negation — preserves the <; order relation and inverts the <,
order relation.

We use the following notation for an arbitrary subset A C D : =A =
{=a;}a;ea. This notation will simplify the following consideration. First, notice
that the following fact holds:

Fact 5.4.1 For interlaced bilattices it is not in general possible to introduce a
lattice homomorphism satisfying the conditions of Definition 4.2.3, provided the
lattice homomorphism is not a constant mapping.

Proof: We give a trivial counterexample. Consider a bilattice D =
({a,b}, <1, <2) where the order relations are equal and it holds: a <; b and
a <9 b, but also b £ a and b €2 a. Obviously, D is a bilattice and in fact, it
is an interlaced bilattice. It is clearly impossible to introduce a homomorphism
- :{a,b} — {a, b}, such that a <; b = —a <; —band also a <3 b = —b <y —a,
if one does not allow the constant mapping — : {a,b} — {a} or the dual map-
ping = : {a,b} — {b}. This suffices to show the fact. g.e.d.
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Notice that a constant mapping — always satisfies the lattice homomorphism
condition. The next proposition specifies some important properties of — in
interlaced bilattices that was originally proven by Melvin Fitting.

Proposition 5.4.2 Assume D = (D, <y, <9,7) is an interlaced bilattice with
a lattice homomorphism — (negation). Then, for every subset A C D the
following equalities holds:

(i) ~NA=A\-A
(i1) ~\ A=V -A
(iii) —11A = ¥-A
(iv) XA =11-A

Proof: We show claim (i). The other claims (ii) - (iv) are dual claims of
(i). Assume A C D is arbitrarily given. Then, it holds for alla € A: A A <; a.
Because of the definition of -, we have = A A <; —a for all a € A. Hence:
- A A <; A—A. This shows one direction of the claim. Concerning the other
direction, for all a € A it holds: A\ =A <; —a by the definition of /. Applying
— yields the relation = A=A <; a (for all a € A). Hence, - A—-4 <; AA
and therefore, =— A\ =4 <; = A\ A which is equivalent to A =A <; = A\ A. This
shows the other direction of the claim. q.e.d.

Remark 5.4.1 (i) Notice that the above proposition is a generalization
of the DeMorgan rules: For A = {a,b} we have the well-known equality:
—(a-b) = —a + —b. In other words, with respect to the truth order relation
(<o order relation) the behavior of — has the same properties as the ordinary
negation of classical logic.

(ii) There is a second possibility to introduce a negation, namely the negation
~ that preserves the <5 order and inverts the <; order. More precisely, we
require that ~ satisfies the following two conditions (for a given bilattice
<D, <4, <o, N> = <Da NV, N>):

~: (DA VY — (D, V, A)
~i <D7'7+> - <D7'7+>

The operation ~ can be understood as the dual operation of =. A dual form
of Proposition 5.4.2 holds also for the dual negation ~. This is justified by the
fact that bilattices are completely symmetric. An interesting question concerns
the relations between the lattice homomorphisms — and ~ in an interlaced
bilattice that contains both negations. We neither examine these relations,
nor possible applications for the new negation ~, because we will not need
~ in the further examination of Kripke’s fixed point approach. Therefore,
we skip a discussion of the relationship between the two negations — and ~ here.

1Cf. [Fig9)].
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In order to get a result that tells us which types of bilattices allow to intro-
duce a negation in the sense of Definition 4.2.3, it is necessary to assume that
the order relations of the considered bilattice are distinct (<3 # <3), and that
- is not a constant function. That are immediate consequences of the above
consideration. It turns out that the requirement that the order relations are
distinct is not sufficient for the possibility to introduce a negation —, either.
Notice that the following bilattice is interlaced, but nevertheless does not allow
the introduction of a lattice homomorphism — in the sense of Definition 4.2.3.

The problem is that <5 is simply the dual order of <y. A last point concerns
the bilinearity property of bilattices: If the bilattice is not bilinear, then it is not
possible to introduce a non-trivial lattice homomorphism in general. In order to
see this, consider the bilattice in Remark 5.1.2(v). Therefore, we can conclude
that the described conditions are necessary conditions for the possibility to
introduce a non-trivial lattice homomorphism in the sense of Definition 4.2.3
on an interlaced bilattice (D, <1, <3). We summarize the insights up to now. If
(D, <y,<9) is an interlaced (non-trivial) bilattice and it is possible to introduce
a non-trivial negation —, then the following must hold:

e The order relations <; and <5 are not equal.

e The order relation <, is not the dual of order relation <j.
e — is not a constant function.

e The bilattice is bilinear.

What can be said about sufficient conditions to introduce a lattice homomor-
phism? The next Proposition 5.4.3 specifies the finite case where the bilattice
is generated by the product of two chains.

Proposition 5.4.3 Assume ({ai,as2,...,an}, <) and ({b1,b2,....,b,}, <) are
two chains. Construct the product bilattice (D,<yi,<s) generated by these
chains. Then, a negation — can be defined on this bilattce.
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Proof: Assume the premises of the proposition. We apply the standard
coding of the domain {ai,ag,...,an} X {b1,ba,...,b,}. First, notice that the
product bilattice is interlaced®. Then, we can construct the negation — as
follows. —({a;,b;)) = (a;,b;) for all i € {1,2,...,n}. For all pairs (a;,b;) for
i # j we define: —((ai,b;)) = (bj,a;). It is obvious that this definition of —
suffices to show the claim. g.e.d.

The above proposition shows how we can introduce a negation — into a
bilattice that is completely symmetric and a (finite) product of chains. What
happens, if the two chains do not have the same length? The following fact
shows that in this case a negation cannot be introduced.

Fact 5.4.4 Assume a product bilattice (D, <1,<9) is generated by two finite
chains ({a1,ag, ...,an}, <) and ({b1, b2, ....,b;m }, <) where n # m. Then, a nega-
tion — satisfying the conditions of Definition 4.2.3 cannot be introduced.

Proof: It is easy to see that even the product bilattice generated by the
two chains ({a1,a2}, <) and ({b1, ba, b3}, <') suffices to show that a negation —
cannot be introduced. One has simply to check some cases. An easy induction
shows that this is also true for arbitrary n,m € w with n # m. g.e.d.

Using Proposition 5.4.3 and Fact 5.4.4, we can generalize the product ap-
proach to infinite chains.

Fact 5.4.5 Assume a bilattice (D, <y, <s) is generated by two infinite chains
({a1,a9,...,a0}, <) and ({b1,ba, ...,ba }, <') where v is an ordinal. Then, a nega-
tion — can be introduced.

Proof: Applying the same reasoning as in Proposition 5.4.3 using ordinals
instead of natural numbers yields the desired result. g.e.d.

So far we have seen necessary conditions for the introduction of a negation
= in a given bilattice and sufficient conditions for such an introduction. A
characterization result would give us criteria that are necessary and sufficient
for the possibility of the introduction of —. Notice that it is not a necessary
condition for a bilattice to be a product of chains in order to make a negation
possible. In Example 4.2.3(iii) we saw a bilattice that is not a product of chains
but neverthelss is a bilattice with negation —. The symmetry condition on
bilattices is significant. We saw in Fact 5.4.4 that asymmetric bilattices do
not work in order to introduce a negation. Roughly speaking, the two main
conditions that guarantee the introduction of a negation are bilinearity and
a certain symmetry condition. This symmetry condition is induced by the
properties of — inverting the <5 order relation and preserving the <; order
relation. The following definition makes the concept of a symmetric bilattice
precise.

°Cf. Fact 5.1.3(v)
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Definition 5.4.6 Assume D = (D, <y,<5) is a bilattice where <1 # <5, and
<y is not the complement relation of <o. D is called symmetric if and only
(D, <1,<%) is isomorphic to D where <}, is the inverse order relation of <s.

Proposition 5.4.7 Assume D = (D, <1,<3) is a bilinear bilattice, such that
<1 # <9, and <1 is not the dual of <o. A non-constant lattice homomorphism
satisfying the conditions of Definition 4.2.8 can be defined on D if and only if
the bilattice is symmetric.

Proof: 7=" Assume D is a bilinear bilattice, such that <; # <5, and
<i is not the dual of <5. Assume that D is not symmetric. Then, there is
no isomorphism f mapping D to the bilattice (D, <;,<}). Hence, there is no
homomorphism f mapping D to (D, <;,<}). Therefore, there cannot be a
homomorphism — that satisfies the conditions of Definition 4.2.3.

?«<” Assume D is symmetric and bilinear. Then, the isomorphism f: D — D
induced by the symmetry condition maps every element d € D to an element
d" € D. Define the negation — by —d = d’ for all d € D. It is easy to check that
— satisfies the conditions of Definition 4.2.3. g.e.d.

Remark 5.4.2 (i) Notice that the interlacing condition is not a crucial
condition for the possibility to define a lattice homomorphism —. There
are many examples of bilattices that are not interlaced and where a lattice
homomorphism can be defined (compare for instance Example 4.2.3(iii)). In
the following, we shall restrict our attention to bilattices that are interlaced,
because these are the important structures we are dealing with.

(ii) The characterization of Proposition 5.4.7 shows that bilattices with a
negation — are quite regular structures. Notice that it is not true that the
isomorphism f in symmetric bilattices induces a certain kind of complement
operation. It is not necessary that the supremum with respect to <; of a point
d € D and the dual point f(d) is the top element of <;. The same holds with
respect to the infimum and the order relation <.

In the next section, we shall consider certain applications of the character-
ization theorems proven in this section where we focus on applications in the
context of Kripke’s construction.

5.5 Some Applications

The characterization results in the above subsection make clear that the class of
interlaced bilattices contains subclasses of bilattices with interesting properties.
In the following, we will give some applications of these characterization results
in the context of Krikpe’s theory of partially defined truth predicates.
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Assume a language L is given that includes ordinary arithmetic (or from a
more abstract perspective a so-called elementary coding scheme in the sense of
[Mo74]). Assume further that we work in positive logic, i.e. in a logic that does
not contain an odd number of negation symbols in front of any expression in
L. Notice that as a consequence of this requirement no implication of the form
p — q can be formulated in this logic where p and ¢ are arbitrary formulas of
the given language. This holds, because the implication p — ¢ is equivalent
to —=p V ¢q and the latter formula contains an odd number of negations. The
possible assignments for formulas are not restricted, i.e. any formula can be
evaluated as true, false, neither true nor false, or both true and false.

It is clear that the Liar sentence cannot be represented in this logic, be-
cause a negation is essentially needed to represent the Liar sentence. Notice
further that a Truth-teller sentence can be formulated, because we have a coding
scheme that allows us to build pathological sentences not containing a negation
symbol. The Truth-teller is one example of such a sentence. We will examine
the behavior of the Truth-teller more closely now.

Assume a Kripke-style construction based on L and a four-valued positive
logic are given.® Which truth value do the maximal and minimal fixed points of
this construction assign to the Truth-teller sentence? In the minimal fixed point
w.r.t. the information order <j, the Truth-teller is neither true nor false. This
holds, because the minimal fixed point codes the minimal amount of information
concerning this sentence. This means that the Truth-teller is neither true not
false, because this assignment represents the underspecified situation. Clearly,
in the maximal fixed point of the <; order this very sentence is both true
and false, because this extension remains fixed in every further step of the
construction and encodes the maximal (in our case inconsistent) information
concerning the Truth-teller sentence.

What happens in the minimal and maximal fixed point w.r.t. the truth order
relation <p? Here we have a quite similar picture: in the minimal fixed point
the Truth-teller is false (minimal w.r.t. the truth order <r) and in the maximal
fixed point this sentence is true (maximal w.r.t. the truth order <p). This is
an immediate consequence of the biconsistency of the Truth-teller. Together
we get all four possible assignments.

Consider now our first characterization result (Theorem 5.1.10). Because
of this theorem the following four conditions necessarily hold:

For all nonempty ACD: ANA=IIAAXA
For all nonempty AC D:IIA=AA-VA
For all nonempty AC D:\/A=1IAV XA
For all nonempty ACD:XA=AA+\ A

The truth value of the Truth-teller w.r.t. to the information order can be
calculated by considering the truth values of this sentence in the minimal and
maximal fixed points w.r.t. the truth order. Because this sentence is false in
the minimal fixed point and true in the maximal fixed point with respect to the

5We assume that the logic corresponds algebraically to the interlaced bilattice FOUR.
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truth order, the minimal truth value with respect to the information order can
be calculated by ' AT = N. Similar relations hold with respect to the other
three combinatorial permutations of the order relations. For example, in order
to calculate the truth value of the maximal fixed point w.r.t the truth order,
we simply perform the following calculation: N + B =1T.

Notice that we are not forced to restrict out attention to the minimal
and maximal fixed points of the whole domain of all fixed point. Every
nonempty subset of fixed points behave in a similar way and the value of the
Truth-teller sentence can be calculated by the truth values of the infimum and
the supremum of this subset with respect to the other order relations. The
calculation of the extremal points of a given set can be interpreted as a closure.
Assume for example, we examine a set of points that contains only assignments
of sentences that are true, false, or neither true nor false. Calculating the
maximal point with respect to the information order results (in general) in a
point where the Truth-teller sentence will be assigned the truth value both true
and false. Roughly speaking, there is too much information contained in the
subset. In order to make the set consistent in a four-valued logic, the Truth-
teller gets the assignment B in the maximal fixed point of the information order.

Calculations of this kind can be performed quite generally in interlaced bilat-
tice. Not only single sentences like the Truth-teller can be examined by the char-
acterization result Theorem 5.1.10, but collections (sets) of sentences (patho-
logical ones as well as non-pathological ones). For example, consider a subset
of fixed points X C {T,F, N, B}**".+ consisting of two points: X = {x,y}.
Assume further that we are not interested in the evaluation of all sentences in
a particular fixed point but only in certain ’interesting’ sentences (for example
pathological ones or sentences that were differently evaluated by the experts in
the beginning). Given X we know the minimal and the maximal fixed point
with respect to the <7 order relation. Then, these two fixed points are com-
pletely sufficient to calculate the minimal fixed point in the <; order relation.
That means, we can calculate the consensus fixed point where no inconsistent
information arises as well as the maximal fixed point with respect to the infor-
mation order where we accept every available information. With the technical
tools in the background it is easy to figure out where the differences between
the experts is located and what consequences this has for the other sentences.

In total, we can say that first, there is the possibility to calculate the
truth value for extremal points of single sentences provided the truth values
of these points w.r.t. the alternative order relation are known. Second, we
can calculate certain fixed points for a given set of sentences provided we have
sufficient information of the behavior of these sentences in other fixed points.

The theorems in this chapter are completely general. They work for the
class of interlaced bilattices and the specified subclasses of interlaced bilattices
on an abstract level. An important example for an interlaced bilattices used in
order to model presuppositions in natural language is the bilattice NINE.” The

TCf. [Sc96].
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following diagram specifies the order theoretic structure of NINE.

This bilattice was extensively used in [Sc96] in order to develop a theory
of presuppositions. With an appropriate interpretation of the truth values it
is easy to mirror Kripke’s construction in this bilattice. The truth values are
usually given by pairs of numbers:

a = (0,0)
b=(1/2,0)
c=1(0,1/2)

The pairs can intuitively be interpreted as specifying the degree of falseness
and truthfulness. For example, (0, 1) can simply be interpreted as true whereas
(1/2,1/2) can be interpreted as both slightly false and slightly true. The <;
order relation can still be associated with an increase of information whereas
the <5 relation can be identified with an increase of truthfulness and also a
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decrease of falseness. From this perspective the general treatment is similar to
the one for the logics considered so far.

In NINE, more possibilities arise concerning the behavior of the truth values
of pathological sentences. For example, the Truth-teller can range over all nine
truth values whereas the Liar sentence can neither get the definite truth value
(1,0) nor (0,1).8 Tt is possible to assign the truth values (0,0), (1/2,1/2),
and (1,1) to the Liar sentence (relative to appropriate fixed points). Hence,
there is a wider range of possible interpretations in NINE in comparison with
the variety in FOUR. In general, the calculations of maximal and minimal fixed
points remain similar to the presented ideas in this chapter.

From a complexity theoretic standpoint Theorem 5.1.10 is quite interest-
ing. Whereas the original definition of the interlacing property of bilattices is
quite complex, the first characterization theorem reduces this complexity sig-
nificantly. Assume D = (D, <;, <5) is a bilattice, such that |D| = n. In order
to check the interlacing property, one has to perform 27 - 2" . 4 = 22"+2 many
calculations.” Using the characterization Theorem 5.1.10 of interlaced bilattices
the total number of calculations reduces to 2" - 4 = 2"+2. From a computa-
tional perspective (at least for finite bilattices) this reduction in the complexity
is significant.

If one wants to show that a certain bilinear bilattice is interlaced, one can
check the distributivity condition according to Theorem 5.3.1. For example,
assume a bilinear bilattice (D, <j, <o) with |D| = n is given. In order to check
whether (D, <j,<5) is interlaced or not one has to perform 12 -2 - n3 many
calculations using the distributivity condition. In comparison to that, 2272
many calculations are necessary in order to check the interlacing condition
if we apply the ordinary definition. Here, the complexity reduces from an
exponential behavior to a cubic one.

We finish that chapter with these remarks. In the next chapter we will
discuss problems of Kripke’s theory of truth as well as.

5.6 History

Bilattices were introduced and originally examined in [Gi86] and [Gi88]. Mo-
tivated by the question how bilattices can be used in order to model Kripke’s
theory of truth in a generalized context, Fitting developed the concept of an
interlaced bilattice. He also uses Ginsberg’s notion of a distributive bilattice in
[Fi89]. Although one of Fittings applications of the theory of bilattices is the
theory of truth, he examined other applications, too, most prominently in the
theory of programming languages and theoretical computer science in general

8We assume that an appropriate interpretation of the logical connectives is given. For more
information the reader is referred to [Sc96].

9There are 2" many subsets of D, and we have to consider all pairs of subsets. Therefore,
we have 2" - 2" many pairs of subsets of D. Four calculations of the form A < B — sup(A) <
sup(B) must be checked. This determines the total number of necessary calculations.
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(compare [Fi88, Fi91, Fi93] and [Fi94]). In [ArAv96], bifilters, prime bifilters,
and ultrabifilters were introduced in order to prove a completeness result for so-
called bilattice logic. Some of these ideas were developed further in [Sc96] and
applied to a theory of presuppositions. All the theorems and characterizations
in Section 5.1 to 5.3 are based on [Ku99]. The characterization theorem 5.3.1
is explicitly proven in this paper. Although it seems to be a natural question
under which conditions a lattice homomorphism interpreted as a negation can
be introduced in an interlaced bilattice (as well as in other types of bilattices)
the author does not know of any other work concerning this point. The idea to
introduce different kinds of negations (in our context the negations — and ~)
goes back to Fitting and Ginsberg (compare [Fi89] and [Gi88]).
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Chapter 6

Problems of Kripke’s
Approach

In this chapter, we shall examine various forms of criticisms that were mentioned
by authors in a more or less direct reaction to Kripke’s fixed point approach.
It is not possible to discuss everything that was published concerning critical
aspects of Kripke’s construction, because the amount of literature is enormous
and the number of papers and books dealing with problems of Kripke’s account
is so large that it is hard to keep track of the topic.! We will stress certain crucial
points that seem to be very important for further developments concerning the
treatment of truth predicates in natural languages. We do not claim to give a
complete overview of the topic in any respect.

First, we shall classify different types of criticism in groups, in order to
be able to get an overview of the situation. We choose four major groups in
which different kinds of criticisms can be subsumed. The first group contains
empirical facts that make clear that certain discourse patterns involving the
truth predicate cannot be modeled in Kripke’s account, or at least cannot be
modeled in the form Kripke proposed originally. This is a form of criticism
Kripke uses himself with respect to Tarski’s typed languages: Kripke shows
in [Kr75] that Tarski’s account cannot provide a correct modeling of certain
discourse situations. This type of criticism can be interpreted as pointing out
a defect of the empirical situation we are confronted with when applying the
fixed point approach.

The second group of criticism claims that - even though he tries to avoid
typed languages explicitly - Kripke’s account nevertheless implies a very similar
typing of languages as in Tarski’s approach (at least for the modeling of certain
examples). This is a problem that was seen by Kripke himself. Unfortunately,
he never proposed a solution for this problem.

Third, it is clear that using one or the other kind of a non-classical logic (in
our case a four-valued logic, in Kripke’s original account a three-valued logic)
provokes opposition of logical purists. People who claim that logic is essentially

1A good overview of comments, criticism, and ideas for a further development of the fixed
point approach of Saul Kripke is [Ma84].

109
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classical logic, and logical truths are a priori truths? do have problems to except
the modeling of phenomena that uses non-classical reasoning. Logical pluralism
(and that position must be assumed in the case one argues for Kripke’s ideas?) is
in philosophical considerations not generally accepted. This group of criticism
is summarized under the label conceptual problems and is the third group of
criticism we will examine.

Last but not least, we want to mention a fourth group of criticism. This
group deals with questions of the ontological nature of the fixed point approach.
Is it intuitively correct that one uses an infinite process in order to define
an infinite number of (possible) truth predicates, and after the production of
these (possible) truth predicates one is forced to choose one for the (correct)
truth predicate of natural language? Do we really need infinitely many truth
predicates? Another aspect in this group is the status of the considered objects
in question: Kripke argues for the position that sentences are the bearers of
truth, whereas propositions do not play any role in Kripke’s considerations.
The question which object can be the bearer of truth is philosophically quite
important. We will begin our discussion with an examination of some empirical
problems.

6.1 Empirical Problems

For a large number of examples, Kripke’s treatment of pathological sentences
models quite nicely the intuition of native speakers. Additionally, this account
enables us to give a definition of the truth predicate on the object language
level. But major problems can arise if one tries to model special kinds of short
discourses and ordinary human reasoning. Although Kripke did not develop
his fixed point approach in order to model discourses (and therefore he is in
a position to reject criticisms of that kind by pointing out that the modeling
of discourses was not his intention) one has to question whether Kripke’s ideas
can be extended to deal with this challenge. The crucial point is that there are
principal reasons for the impossibility of enlarging Kripke’s fixed point approach
to get a correct representation of these examples. Only if such an extension is
possible the fixed point account can count as appropriate for the modeling of the
truth predicate of natural language. That is quite clear if one considers newer
results in linguistics and in particular the struggle to find the correct semantics
for discourse representation. It is highly questionable whether discourses can
be properly modeled in fixed point accounts, because for Kripke there is not
even space to model propositions not to mention the modeling of contexts in
general. He deals exclusively with sentences. We will discuss this challenge
more closely in the following.

Let us consider the Gupta puzzle again.?

We mentioned this example in

2Compare [Bo97] for a very new version of a philosophical position that establishes laws of
classical logic as a priori truths.

3Feferman (as well as Aczel) proposed a Kripke-style construction using classical logic (cf.
[Fe84] and [AcT78]). These constructions are based on a partial model theory. The claim that
one is forced to apply a non-classical logic is nevertheless true if one takes Kripke literally.

4Cf. [Gu82).
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Chapter 2 already (cf. 2(7)). The Gupta puzzle features a very interesting
kind of reasoning: in order to evaluate the truth values of sentences uttered by
a person we have to refer to sentences uttered by another person. In order to
evaluate the utterances of the second person, it is necessary to know the truth
values of the sentences of the first person. The interesting point is that in
ordinary common sense reasoning, the problem has a unique solution, whereas
in Kripke’s fixed point model the sentences are assigned altogether the truth
value N, therefore cannot be properly evaluated. We formulate the example
once more in a slightly simplified form.

Example 6.1.1 Consider the following situation: Two individuals C' and D
play cards in which D has the ace of clubs (background information). Now the
following statements uttered by A and B - two observers of the card game -
takes place.

A claims: (al) C has the ace of clubs.

(a2) All claims made by B are true.

(a3) At least one of the claims made by B is false.
B claims: (b1) D has the ace of clubs.

(b2) At most one of the claims made by A is true.

Now we can ask the question, whether it is possible to assign unique truth
values to the statements made by A and B using common sense reasoning (in
a two-valued logic). Using common sense reasoning, it is clear that there is a
solution to this problem. The statements (a2) and (a3) contradict each other
and cannot be true at the same time. Therefore, at most one of these two
claims must be true and one must be false®. Because of that reasoning, we
know that (b2) is true. Furthermore, the background knowledge guarantees
that statement (al) is false. This solves the problem because by background
information we know that (bl) is true, and finally we can conclude that (a2)
must also be true. Notice that this is the only consistent analysis of truth value
assignments of the Gupta puzzle, provided one works in a classical two-valued
logic and one has the background information that D has the ace of clubs.
Therefore, from an intuitive (naive) point of view this puzzle is not difficult to
solve because it is plainly an exercise in (classical) logical reasoning, checking
cases and finding the right solutions, although the statements of A and B refer
to each other.

Taking into account that the above reasoning is not difficult at all, it is
even more surprising that in Kripke’s quite sophisticated theory of truth it is
not possible to represent the above reasoning. What is the problem if one tries
to evaluate the puzzle in Kripke’s theory? Difficulties arise if one wants to
assign truth values to (a2) and (a3). In order to assign truth values to these
sentences, it is necessary to know the truth values of (b1) and (b2). Concerning

5 At this point it is crucial to work in a classical logic, because the bivalence principle must
hold.
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(b2), this is only possible if we know the truth values of all sentences uttered
by A in particular the truth values of (a2) and (a3). Notice that in Kripke’s
account, at every stage the truth value of (a2), (a3), and (b2) will remain
underdetermined (therefore these statements are assigned the truth value N).
We can conclude that in Kripke’s account it is not possible to assign definite
truth values to all sentences of Example 6.1.1. This result is highly counterintu-
itive, if one considers the solution above using simply common sense reasoning.’

Another problem in Kripke’s account is caused by the fact that complex
sentences that include the Liar sentence in one or the other form (e.g. complex
sentences of the form ¢(A) where A is (the code of) the Liar sentence)
sometimes are assigned counterintuitive truth values. Consider, for example,
the following sentence (1) where ¢ is an arbitrary sentence of a given language
L, not necessarily a pathological one.

(1) ¢V o

(1) is a classical tautology (in classical logic). Usually, we want that a se-
mantics for natural language preserves classical tautologies like (1). Therefore,
it seems intuitively right to assign the truth value T" to (1). Unfortunately, this
is not the case for every substitution instance in (1) in Kripke’s fixed point ap-
proach. Consider, for example, the Liar sentence A and substitute A for ¢ in (1).
Obviously, the newly created sentence AV—X\ does not have a definite truth value
at any stage of the fixed point construction, because the constituents (A and
=) cannot be evaluated on any level of this construction.” The consequence,
namely that (1) gets the same truth value as the Liar sentence, seems to be
counterintuitive. The crucial reason for that fact can be found in the properties
of three- (or four-) valued logic: both do not preserve classical tautologies.

Another very similar example for this phenomenon, namely that Kripke’s
account causes counterintuitive evaluations if one states classical tautologies
are sentences like (2).

(2) V¢ € L: ~(T(¢) A =T(9))

In (2), T represents a Kripke style truth predicate, for example, the maximal
intrinsic fixed point (or the minimal fixed point) if one works in a three-valued
logic, or the minimal fixed point if one works in a four-valued logic of Kripke’s
construction. In four-valued logic, it is clear that sentences that are assigned
the truth value B (true and false) are constitutive for this logic. Therefore, in
such a logic it is obvious that (2) cannot be true in general. Let us restrict our

SExamples like 6.1.1 were a strong motivation for Anil Gupta to develop his revision theory
of truth (cf. [Gu82]).

"Notice that this is independent of the choice of the particular non-classical logic (or alge-
braic structure). Sufficient for the existence of this problem is a logic that does not preserve
classical tautologies like the examined three-valued or four-valued logics we examined in this
part of the work.
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attention therefore to the three-valued case. Working in a three-valued logic,
and applying Kripke’s fixed point approach, (2) would be neither true nor false
at every stage. That holds, because in order to evaluate (2), one has to know
the truth values of all sentences in the language. For the Liar sentence A there
is no definite truth value on any stage, therefore it is not possible to assign a
definite truth value to (2).

Even - and that is much more important - if there does not exist a Liar-like
sentence at all in the language (for example, assume that the language has no
negation or there is no coding scheme that allows us to construct self-referential
sentences), even then (2) cannot be assigned a definite truth value. That is true
because in order to evaluate (2), one has to know all truth values of the other
sentences, in particular one has to know the truth value of (2) itself. And
here is the crucial point where the circularity (on a meta-level) comes in. It
is impossible to assign a definite truth value to (2) as long as (2) itself is not
evaluated. In order to evaluate (2), one needs the evaluation of (2) itself. We
are in a vicious circle when we apply Kripke’s fixed point approach.

Gupta criticizes these properties of Kripke’s theory because of the coun-
terintuitive consequences.® Although Gupta mentions crucial points, it should
not be surprising that this behavior happens to be the case. The considered
three-valued logics (based on the strong Kleene-tables) do not have tautologies
at all (even a classical tautology like p — p is not a tautology in the proposed
three- as well as four-valued logic). Then, nobody can reasonably require that
a certain particular sentence like (2) should be a tautology. In the four-valued
case, the same is true because the three-valued case is only a specialization
of the four-value case. Here, there is a strong relation to the group of criti-
cisms of Kripke’s account that reject the usage of non-classical logic.? A strict
separation of these groups of criticism is not possible in this context.

For someone who does not believe in logical pluralism, I think that Gupta’s
point is a striking argument against Kripke. Logical pluralists are more relaxed
in such situations. If there are no tautologies any longer in our logic, then it
would be rather strange to hope to get tautologies in our semantics that is
based on that logic. In that respect, one cannot hope to get a feature that is
explicitly excluded from the very beginning.

There is a further classical problem of Kripke’s account that is strongly
connected with the hidden typing of languages in the fixed point approach.'®
Consider the strengthened Liar sentence.

(3) The Liar sentence is not true.

One can show that even in Kripke’s fixed point approach one can deduce a
contradiction from (3). We sketch the reasoning that yields a contradiction.

8Cf. [Gu82].

9Compare Subsection 6.4.1 for more information concerning the usage of a non-classical
logic.

0Compare Section 6.2 for more information concerning this point.
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Assume (3) is true, then it follows that (3) is not true.

First possibility: If (3) is false, then sentence (3) is true.

Second possibility: If (3) is neither true nor false, then (3) is true.
Conclude: If (3) is true, then (3) is true and not true and if (3) is not

true, then (3) is true and not true. In other words, we have a contradiction.!*

The problem is that one can shift the difficulties of the Liar sentence to
the three-valued (or four-valued) account. The assumption we need in order to
derive the contradiction is that there is 'trivalence’ (or 'quadrivalence’) princi-
ple.!? Kripke was aware of this problem and - strangely enough - he proposed
to introduce levels (as Tarski did) in order to fix this problem. Hence, Kripke
does not avoid a major problem he figured out as a problem in Tarski’s ac-
count. In the next section, we will consider this problem of hidden types of
truth predicates more closely.

6.2 The Hidden Types of Languages

The second category of criticism we mentioned in the introduction of this chap-
ter shows some similarities to the fact that the strengthened Liar sentence
cannot be modeled in Kripke’s fixed point approach. Authors supporting this
criticism claim that Kripke’s real goal, namely to improve Tarski’s account to
avoid typed languages, has failed. Obviously, there is the possibility to define a
truth predicate in the object language using Kripke’s fixed point construction.
Hence, on the surface, Kripke is an improvement in comparison with Tarski,
because he avoids (at first sight) hierarchies of languages (as was crucial in
Tarski’s account). Nevertheless Kripke cannot get rid of hierarchies of typed
languages. In order to see the problem clearly, we develop in this section a more
sophisticated argument of the existence of hidden typed languages in Kipke’s
account.

Assume a language L is given, and assume further that L is strong enough to
code Liar-like sentences. Now, consider again example (3). What is a reasonable
interpretation of (3)?7 As we know from Section 6.1, the strengthened Liar
sentence is a paradoxical sentence that yields a contradiction in Kripke’s fixed
point approach. Kripke’s fixed point approach cannot assign the third truth
value to (3), because this sentence essentially changes its truth value in every
new level as the ordinary Liar sentence does in ordinary classical logic.

First, we have to conclude that (3) is another example of a sentence that
is assigned a counterintuitive truth value in Kripke’s fixed point construction.
Second, we can speculate that there is a hidden implicit typing of the languages.
Sentences like (3) (i.e. circular sentences that include a statement about a
truth value different from 7" and F') could be considered as sentences of another

" Notice that the ordinary Liar sentence does not have this behavior: the truth value N (or
B in the four-value account) guarantees that the Liar sentence is stably N (or B).

12Clearly, any finite number n of truth values would not solve this problem, because the
problem of the strengthened Liar can be shifted to any n-valence logic.
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type. Then, we can find an elegant way out of the problems.'®> The price
we have to pay is that we are forced to accept typed languages and truth
predicates of different kinds, although it was one main motivation of fixed point
approaches to avoid stages of truth predicates. Although Kripke can model
several examples intuitively correctly, there is the possibility to shift Tarski’s
problem to another level where again a hierarchy of languages is needed in order
to avoid inconsistencies of the interpretation.

It is worth it to mention that Kripke himself recognized that problem as the
following quotation shows:

7If we think of the minimal fixed point, say under the Kleene
valuation, as giving a model of natural language, then the sense in
which we can say, in natural language, that a liar sentence is not
true must be thought of as associated with some later stage in the
development of natural language, one in which speakers reflect on
the generation process leading to the minimal fived point. It is not
itself a part of that process. The necessity to ascend to a meta-
language may be one of the weaknesses of the present theory. The
ghost of the Tarski hierarchy is still with us.”™

How should we interpret this situation? The ghost of Tarski’s hierarchy
forces us to use different truth predicates, if we want to model natural
languages. Omne truth predicate can be used when we deal with Liar-like
sentences, but another truth predicate is needed when we try to model a
particular reasoning about the Liar sentence itself (and similar constructions).
It is clear that this brings us far away from an analysis in which we can define
a truth predicate that corresponds intuitively to the truth predicate in natural
language. The idea that there is no unique truth predicate in natural language
but infinitely many different ones, is for most researchers a non-acceptable
position. Furthermore, it is counterintuitive to develop a sophisticated theory
in order to avoid a hierarchy of languages but nevertheless accepts a hierarchy
of languages on another level.!® Kripke’s ideas are therefore good advice to
avoid counterintuitive consequences in his theory, but in order to model natural
language as something else than his fixed point approach is essentially needed.

Anil Gupta (in [GuBe93]) strengthens the hierarchy problem by claiming
that the problem of modeling the truth predicate of a given language in a
descriptively correct way cannot be achieved even by fixed point approaches
because of the hidden types of truth predicates. Gupta’s claim is that
hierarchies of truth predicates destroy the descriptive appropriateness of the
truth theory in question. We consider the following two sentences.

13Notice that this strategy would weaken Gupta’s criticism concerning the counterintuitive
example (1) and (2).

¢t [Kr75)], p.8o0.

15The problem is that fixed point theories do not allow full reflection principles. A deeper
reason for this is the fact that they are well-founded and inductive theories and hence cannot
be applied to themselves.
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(4)(a) The pope knows all true sentences.
(4)(b) The pope does not know all true sentences.

Although it is possible to model (4)(a) in fixed point theories by introducing
indices for the truth predicates, it is (according to Gupta) completely unclear
what (4)(b) should mean if one works in a theory of hierarchies. The problem
is that it is at least as complicated to develop a theory of levels (types) as to
develop a theory of truth, because the theory of levels has to be also a theory
of itself and the same problem of circularity arises. Again the deeper reason
for this behavior is the fact that fixed point theories are essentially inductive
and therefore well-founded theories. A full reflection principle (that can be
applied to the theory itself) cannot be established in a fixed point approach.
Even here the real problem of a theory of truth is shifted to another metalevel.

The vicious circle we are automatically involved when modeling the truth
predicate of natural language brings us back to the problems we started with.
In the next section, we will consider some conceptual problems of Kripke’s fixed
point approach.

6.3 Conceptual Problems

In this section, we will mention several different aspects and features of criti-
cism of Kripke’s theory of truth that are connected with conceptual aspects
of his theory. The strength of the arguments is sometimes quite dependent
on the personal preferences of philosophical background theories, or to put it
differently, the strength is dependent on the general philosophical positions of
the authors.'® Examples are whether someone believes in logical pluralism or
not, whether someone believes that a priori truths exist or not, or what the
preferred theory of meaning (extrinsic, intrinsic, something in between etc.) is.
Dependent on these controversial positions some kinds of criticisms question
the whole project of Kripke of which some are not very compelling. Keeping
this as our background assumption, the considerations in this section are quite
relative concerning their strength.

One of the most important features of Kripke’s account is the fact that
in order to construct the partially defined truth predicates, one has to avoid
classical logic. Instead of classical logic, one has to adopt one or the other form
of a non-classical many-valued logic with the crucial property to be monotone.
In this part of the work, we developed an account as to how to formulate
Kripke’s ideas in a four-valued logic that can be interpreted as an extension of
the three-valued logic based on the strong-Kleene tables.

Many researchers think that using non-classical logics is a counterintuitive
move of solving open problems by creating new problems. In their opinion, it
is highly counterintuitive to reject obvious tautologies like p — p, p V —p, or

16 As most philosophical positions they are most often highly controversial.
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—(p A —p). At the same time, they claim that it is highly counterintuitive to
accept cases where —(pV —p) is not a contradiction. Some people (in the newer
history [Bo97]) would count the above tautologies as a priori truths (respectively
an a priori contradiction like the last example). Despite the fact that it is still
highly controversial which statements count as a priori truths, it is clear that
the intuitive correctness of the above principles has some power. It is a matter
of fact that in ordinary common sense reasoning, most often we reason using
these logical laws. Whether or not we believe that these principles are a priori
true or only an empirical generalization of experience, using these principles
leads us to quite appropriate models of the world. And under the assumption
that these principles are successful principles, then a theory that works with a
logic that does not validate these (or validates the negation in the case of the
expression p A —p) must be a bad theory. Notice that in the three-valued case
as well as in the four-valued case of our construction these principles are not
valid. Is this a sufficient reason to reject Kripke-style constructions?

In order to give reasonable criteria to answer this question, it is important
to notice that there is a large number of different disciplines in philosophy, in-
formation theory, computer science, and cognitive science in which non-classical
logics are used and successfully applied in order to model reality.'” For example,
non-classical logics are quite often used to model quantum physics (so-called
ortho-logics), knowledge representation (many-valued logics), belief-revisions
(non-monotonic logics), common sense reasoning (abductive reasoning), pre-
suppositions (dynamic or many-valued logics), semantics of natural languages
(a variety of different types and techniques of non-classical logics), or informa-
tion transfer (again a number of different techniques and types).!® It is highly
unlikely (some would probably say impossible) that in the future we will be
able to give representations of these disciplines without a usage of non-classical
logics. Notice that the problems which arise if one tries to use classical logics
are not technical ones, but most often problems on a principal level. Notice
further, that it is not only empirical experience that tells us that classical logic
is not optimal for modeling truth predicates of natural languages, but prov-
able mathematical theorems that prevent us from being successful (for example
Tarski’s theorem). It is simply impossible to represent the truth predicate for
natural languages using a completely classical framework (that means classi-
cal logic, classical syntax, classical semantics etc.). That is a strong argument
in order to reject the criticism that claims that non-classical frameworks for a
theory of truth are not appropriate.

It is clear that the remarks we mentioned cannot be sufficient for a
complete discussion of this point. Moreover, there are deeper philosophical
problems involved, namely such problems as a priori knowledge, empirical
knowledge, relativism, and last but not least a philosophical discussion of

nterestingly enough even in mathematics there was the attempt to give an alternative
logical foundation where some of the classical tautologies do no longer hold. This alternative
theory is intuitionistic mathematics.

18From a more abstract point of view, the main problems of classical logic if applied in these
contexts are the bivalence principle and the monotonicity feature. Clearly all the mentioned
logics have different properties, but often they try to give solutions for avoiding these features.



118 CHAPTER 6. PROBLEMS OF KRIPKE’S APPROACH

what truth really is (implying problems like idealism, realism, externalism,
internalism etc.). These problems are highly controversial and cannot be
discussed informally. We will not consider the deeper context of this discussion
because that cannot be the focus of this work. It is clear that in this work,
non-classical accounts for logics, semantics, and set theory (like revision
theories, many-valued logics, or non-classical set theory (circular set theory))
will be used quite often throughout the frameworks of circularity. It is in the
spirit of this work to assume that there are useful applications of non-classical
logics, at least in the realm where those alternatives yield appropriate solutions.

Another problem for Kripke’s account concerns criteria for the choice of the
correct fixed point in order to get the 'right’ extension of the truth predicate.
What are sufficient and necessary criteria to choose this predicate? Notice that
for a countable language there are infinitely many truth predicates if one uses
the strong-Kleene tables of the construction based on a three-valued version (as
well as in the case of the four-valued case).!® We have a lot of possible truth
predicates that can be taken as the correct ones. Kripke’s original proposal was
- although he was not very clear concerning this point - to choose either the
minimal fixed point or the maximal intrinsic fixed point of the construction.
Even if we have a hint as to which fixed point we can choose, we will see later
that that hint is not very reliable. If there is no interesting maximal intrinsic
fixed point - as in the construction presented in this work - the problem still
remains how to choose a particular extension of the truth predicate from
infinitely many possibilities. Although there are clearly some negative hints -
for example, that a maximal fixed point would not be a good choice (because
the truth-teller would be always true or false in the three-valued case and both,
true and false in the four-valued case - it is less clear to argue for a specific
extension and to give positive criteria for a particular point. That kind of
criticism is generally accepted and makes a conceptual weakness visible on a
principal level of Kripke’s account. The only alternative is to choose extensions
of the truth predicate according to the purpose of the applications. Although
this is extremely unsatisfying for the general theory and the philosophical
basis, it is a way out in particular applications of Kripke’s theory. In the
general case, there is not even no idea as to what kind of criteria are appropriate.

Besides these problems arising in applications of the fixed point approach,
there is a further concern on a very deep level. Kripke’s account cannot tell us
what the meaning of truth is. A theory of truth should give an account that
fixes the significance of the truth predicate in every possible world.?® From a
metalevel this means that the significance of truth is fixed by Tarski’s bicon-
ditionals in all possible worlds. It is relatively hard to give good arguments
against this thesis, because Tarski’s biconditionals provide precisely the intu-
itive meaning of the truth predicate.

19Compare [CaDa91].
20 Anil Gupta calls this requirement the signification thesis and uses signification in a tech-
nical sense. Cf. [GuBe93].
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Exactly the signification thesis does not hold in the fixed point approach:
if we have only two extensions, i.e. fixed points of the truth predicate (and in
Kripke’s account there are infinitely many extensions of the truth predicate),
then the claim that the signification of the truth predicate is fixed by Tarski’s
biconditionals is necessarily false as Gupta shows in [GuBe93]. This conse-
quence is highly counterintuitive if one wants to avoid relativism concerning
the truth predicate. It is probably not correct to claim that the thesis of
relativism concerning the truth predicate is not existent in philosophical
disputes. The majority of philosophers would agree that the uniqueness and
the determination of the truth predicate by Tarski’s biconditionals is one of the
very basic requirements of a theory of truth. Precisely this cannot be achieved
by Kripke’s fixed point approach.

In the next section, we will consider some ontological assumptions con-
cerning Kripke’s fixed point approach. We will mention again some remarks
concerning many-valued logics. Furthermore, we will consider some problems
dealing with the bearer of truth and the inductive process essentially used in
fixed point accounts.

6.4 Some Ontological Considerations

In order to model a phenomenon, one has to use certain tools and theories taken
from mathematics or other sciences. Usually, it is taken as an intuitive truth
(sometimes even as an a priori truth) that the ontological assumptions should be
as weak as possible. If two theories can explain a phenomenon equally correctly,
then the better theory is the theory that is easier and has weaker ontological
assumptions.?!

An important point concerning theories (frameworks) of circularity is the
question which assumptions are necessary for such a theory.?? In the following
subsection, we will consider more closely Kripke’s assumption of a non-classical
logic, the infinite process in order to model a Kripkean-style truth predicate,
and the old question whether sentences or propositions are the bearers of truth.

6.4.1 Three-valued Logic

The special feature of Kripke’s account is the usage of Kleene’s three-valued
logic in order to give an account of a theory of truth. The idea that classical
logic is sometimes not sufficient in order to model the world is probably more
than 2000 years old. For example, Aristotle argued that there is no chance
to give a definite truth value to a sentence which makes a claim about the
future. The standard modern solution for this problem is to adopt one or the
other form of tense logic.?? Although most versions of tense logic are relative

21There is no consensus how the situation must be evaluated in a case where one theory is
easier to handle but the other theory has weaker assumptions. Here, one has to decide from
case to case.

22We will see later that these assumptions can become quite strong in certain frameworks.

ZFor an overview compare [Be83].
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straightforward extensions of ordinary modal logic (that is itself an extension
of classical propositional logic), it is nevertheless not a classical logic we are
dealing with when we reason about problems like the one Aristotle mentioned.
New operators (for example Kamp’s S and U predicatesM) must be introduced.
The formal properties of these tense logics (as well as of modal logics) vary.
Many of them are complete and decidable (for example S and U tense logic),
others are not. Many (propositional) modal logic formulas can be interpreted
as formulas of first-order predicate logic, some of them cannot. One has to be
aware that the logics we are dealing with are not classical logics. They have
different properties and are a proper extension of classical logic.

What commitment do we have when we adopt Kripke’s ideas? First, we
mention that Kleene’s three-valued logic as well as the four-valued approach
described here using bilattices is equivalent to classical logic if we restrict the
truth values to the set {T,F'}. In other words, we do not change anything
when we reason with ordinary truth values.?® Differences arise only when we
deal with sentences that do not have any definite truth value. Therefore, this
step does not seem to be problematic at all.

There are features of the described many-valued logics that are usually not
wanted: in the three-valued version as well as in the four-valued version, there
are no tautologies. What commitment do we have concerning this point? Do
we have to presume that there are no tautologies out there in the world? 1
think that there is no trivial answer to this question. First, one has to be aware
that not all proof systems can be adopted for many-valued logics. Because
the described three-valued and four-valued logics do not have tautologies, a
Hilbert style system cannot be adopted because these calculi have tautologies
as axioms. Gentzen type proof systems fit better into the context. As a matter
of fact, it is possible to adopt a proof calculus for these logics. Therefore, the
concept of proof makes sense even in these non-classical logics.

Second (and as a consequence of the first point), standard principles of clas-
sical logic do not longer hold in Kripke’s account. For example, the principle
of the excluded middle is no longer valid in three- (or four-) valued logic. For
some researchers, this consequence is not acceptable, especially for people who
claim that such logical principles are in fact a priori truths.?6 Usually, prin-
ciples like the principle of the excluded middle are used for nearly all kinds
of reasoning. Kspecially, this principle plays an important role for reasoning
in the meta-language, for example, in mathematical proofs. We have to agree
that non-classical logics can only be used to describe a phenomenon, but that
the reasoning on a metalevel about this non-classical logic must be done in or-
dinary classical logic.?” This is at least a common basis for skeptics concerning

24Cf. [Bur9)].

25 An important point is that the information order is vacuous in the case we restrict our
examination to the two classical truth values. Without one of the truth values N or B the
framework CCPO, CPO, or bilattice makes no sense.

26Tt is an implausible simplification that these people claim something to be an a priori
truth without having an appropriate theory of truth. It is simply begging the question of
the real problem. But it is not in the focus of this work to work out a criticism of theories
claiming the existence of a priori truths.

2TIntuitionistic logic is the only developed account of a logic that can be used on an object-



6.4. SOME ONTOLOGICAL CONSIDERATIONS 121

non-classical logics and for logical pluralism. Clearly, this does not prevent us
to take a position for or against the usage for non-classical logics.

Third, non-classical logics are usually only developed on a propositional
level. Non-classical versions of predicate logic often do not exist. Examples are
the low level of knowledge concerning quantified modal logic, quantified tense
logic, and quantified many-valued logics.?® An exception is again intuitionistic
logic. Here, it is relatively well understood what happens if one introduces
quantification over individual variables. It does not seem to be appropriate to
use a logic without knowing the properties of the logic when one introduces
quantification over variables. From an ontological perspective, a possible
reason for the emphasis on the propositional non-classical logics is the relative
strength of these logics. Quite often, they are completely sufficient to model
the objects we want to model. Then, there is no real motivation to go further.

Clearly, this kind of criticism is not a very strong argument against Kripke’s
account. Dependent on the background assumptions, Kripke’s construction is
problematic because of the ontological assumption of a many-valued logic. For
logical pluralists, the pure possibility of modeling the truth predicate of natural
language by Kripke’s account is an argument for the usage of non-classical logics.

6.4.2 The Inductive Process

A further point concerns the inductive process in the construction of the truth
predicate. We have to assume that there is a truth predicate for natural lan-
guage which is defined in an infinite process. Obviously, human capacities are
strong enough to deal with a truth predicate. On the other hand, there is no
chance to get the correct extension of such a predicate if this extension can only
be achieved via an infinite process. We are finite and every attempt to perform
the definitional process must necessarily fail. Humans do not have the cognitive
capacity to perform an infinite inductive process.

We have to distinguish two levels. On the one hand there is the understand-
ing and the usage of the truth predicate for natural language and on the other
hand there is the modeling of this truth predicate in a formal framework, using
mathematical tools. The usage of the truth predicate is determined through
situations in the world, with the strong tendency to generalize everything that
seems to be regular. We are working in the idealized world of mathematics in
order to get a precise concept of the extension of the truth predicate. Both
dimensions must be clearly distinguished and need to be kept separate. The
strategy to define the truth predicate in an infinite inductive process does not
mean that the ordinary user of this truth predicate is in fact successfully per-
forming this inductive process in order to get the ability to use the concept

and metalevel. The special form of intuitionistic mathematics has different properties in com-
parison with ordinary mathematics. Compare [TrDa88], [KIVe65], or [He71] for an overview
of the differences between intuitionistic mathematics and ordinary mathematics.

28Clearly the term ’low level’ must be interpreted relative to the knowledge of predicate
logic.
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truth predicate in a correct way. In other words, modeling is not the same
thing we are performing when we use the truth predicate in our reasoning.

From this perspective, it does not seem to be the case that ontological
assumptions are too strong for a correct analysis of the truth predicate. To use
a monotone four-valued logic in order to model circularity is simply a flexible
possibility to get an approach towards a theory of truth, not a theory that
tells us what humans do when using the truth concept for their reasoning.?”
If one keeps these levels apart, then no problem should arise from Kripke’s
account concerning this point. The infinite inductive process is simply a possible
representation of the truth predicate, not the representation of the processes in
the brain when humans use the truth predicate.

6.4.3 Sentences vs. Propositions

A further problem of Kripke’s account concerns the bearer of truth. Whereas
historically many attempts to model pathological sentences assume that sen-
tences are the bearer of truth, this is less clear since the modeling of natural
language has become more and more successful in giving a semantics for natu-
ral language processing. One important aspect of linguistics takes into account
the contextual dimension of natural language, including indexicals, and the sit-
uation in which a sentence is uttered.?® That these contextual features are
important concerning the treatment of pathological sentences is also quite ob-
vious. Not only a single sentence can be pathological but a whole discourse can
be pathological as well. Necessarily, one has to take into account in what situ-
ation a single sentence is uttered if one tries to give a treatment of pathological
discourses. Additionally, as newer treatments of pathological sentences show, a
fine structure of the very same sentence is an essential feature of the analysis
(compare Chapter 9 of this work). Finally, as even Kripke’s own examples in
[Kr75] show (and the examples in the previous chapters of this work), we have
to take into account who is uttering a pathological sentence, when such a sen-
tence is uttered, who the audience is, and what background knowledge is given
in a certain discourse. In total, the context is an important ingredient in the
analysis. This claim cannot be reasonably disputed.

Given this feature of truth theories, it is less clear whether a treatment
that is completely focused on sentences as the bearer of truth can give a good
analysis of pathological sentences on a principal level. It is quite probable that,
in order to give an appropriate treatment of such sentences, one has to give
an account that assumes that propositions are the bearer of truth. This means
that not only the sentence itself must be coded in the modeling but additionally,

2°In many philosophical discussions, it seems to be the case that there is a confusion between
the cognitive capacity on the one hand and the modeling of this capacity on the other. An
example is the early history of transformational grammar, where many linguistics thought,
that humans really have trees in their mind, when they produce a sentence. Today nobody
would claim this. Trees are simply a possibility to model regularities of language, not to
describe what we do, when we use language.

3%In a certain sense, the complete development of the semantics of natural language in the
last twenty years deals with this problem. Examples of theories for contextual properties of
natural language are [KaRe93, ViVe96, BarPe83, BarEt87], or [Hei82].
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for example, the time when the sentence is uttered, the person, who utters the
sentence, and the context in which the sentence is uttered. We do not claim that
the question whether to use a theory of propositions or a theory of sentences
is purely a question concerning contextual aspects. These problems are rather
independent from each other. But we try to make clear that it is important in
which world or in which situation a particular sentence is uttered.

To develop a theory of propositions is much more complicated than a theory
that restricts its scope to sentences. The reason for this is because sentences
can be regarded as inductively defined from elementary relations and the onto-
logical status of such entities is quite uncontroversial as well - in contrary to the
ontological status of propositions).3! We conclude that for an understanding of
the human truth concept in many examples it is necessary to take propositions
into account. We do not claim that this is essential for every application, but
we claim that a complete theory of truth for natural language must include a
theory of propositions.

We finish this section of ontological criticism of Kripke’s account with these
remarks. The discussion was focused on some important points. For further
criticism the reader is referred to the literature in the history section.

6.5 History

As well as the number of accounts to model truth predicates in general, even the
literature that just criticizes Kripke’s approach is enormous. A good overview of
the discussion in analytic philosophy concerning Kripke’s fixed point approach
can be found in [Ma84]. In this work, different articles are collected that dis-
cuss and criticize the fixed point approach on a philosophical level as well as
on a technical level. Other sources of material for criticism of partially defined
truth predicates are [GuBe93, BarEt87, Mc91, Bre92|, and [Ki92]. An impor-
tant influence was the criticism of Gupta (in [Gu82]). This work, together with
ideas of Herzberger, initiated a further branch of the development of truth the-
ories, namely so-called revision theories, originally developed in [Gu82, He82a]
and [He82b] (compare Part III of this work). We restricted the discussion to
relatively abstract topics concerning problems of Kripke’s approach. Another
aspect of the criticism of Kripke’s theory concerns his claim that he gave an
account for a truth predicate of natural language. It is not really clear what
properties such a truth predicate must precisely have, but it is quite clear that
Kripke’s theory cannot be a candidate for such a modeling (at least in the
form he proposed). Probably that is the only agreement amongst the numerous
commentators of partially defined fixed points.

31 At this point we are not able to give a sufficient theory of propositions. Later in this work
we will come back to this point and we will discuss this more precisely. Compare Section 15.2.
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Chapter 7

Definitions and Games

In the last chapters, we modeled self-referential sentences in a non-classical four-
valued logic. This account has the advantage that the underlying set theory, the
definition theory, and the semantics (the model theory) of the framework remain
classical. The only parameter that is changed in order to get a framework for
circularity is the underlying logic. Another possibility to model circularity is
to work in classical logic, but to change one (or more) of the other features
of the formal framework, namely the semantics, the definition theory, or the
underlying set theory. In this third part, we will examine generalized definition
theories, i.e. definition theories that allow us to define predicates in a circular
way. In other words, we allow that the definiendum can occur in the definiens.
The following formula (in which H is a given predicate and D denotes a given
domain) is an example of a circular definition:

Ve e D:(G(z) & —~G(z)V H(z))

Notice that in classical definition theory such a definition is ill-formed: in a
classical definition it is not possible that the definiendum is included in the
definiens. Notice further that in classical definition theory, it is not possible (in
general) to assign an extension to G. For example, if H(z) does not hold for
any x € D, then it holds for all z € D : G(z) < —G(x). Clearly, no extension
can be assigned to G in classical definition theory. Intuitively, we should be
able to assign an extension in the case H(x) does hold for every x € D. In this
case, G(x) should (intuitively) hold for all z € D, too.

In order to avoid the problem of becoming inconsistent, it is not only
necessary to allow circular definitions but furthermore to develop a model
theory for predicates that are defined using circular definitions. The semantics
of the framework must be changed in one important respect in order to be able
to get an appropriate interpretation of arbitrary circular definitions: we need
to find a way to evaluate circular definitions consistently. The development
of such a theory is the heart of the so-called Gupta-Belnap systems we will
consider in this part of the work. The attempt tries to show that it is possible
to find a semantics for circular definitions.

In this chapter, we will begin our considerations with first-order definitions
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and the corresponding game theoretical characterizations. Additionally, we
will introduce inductive definitions and we will give a characterization in game
theoretical terms. This chapter can be interpreted as preliminaries for revision
theories we will consider in Chapter 8.

7.1 Preliminaries

First-order theories are well understood and sufficiently enough developed. The
general question concerning first-order theories is to give criteria in order to
characterize classes of structures that are first-order definable, i.e. that can
be defined using a first-order condition ¢. For example, the property of being
a structure that is non-empty and that contains at least two elements can be
represented as a first-order definition. To make this precise, assume A is a
given structure. Then, the following definition provides a characterization of
the property of structure A not being empty with cardinality bigger than 1.

G(A) & drg € ‘A‘3$2 € ’A‘ 1T 75 o

The above definition of predicate G does precisely what we want: the domain
of A has at least two distinct elements. Unfortunately, the expressive power
of first-order definitions is rather limited. If one tries to define the natural
numbers, one recognizes that this cannot be done by a first-order formula. The
same is true for the collection of all connected finite graphs, the collection of all
finite palindromes (relative to a given finite alphabet), or the collection of all
arithmetically true sentences. All these examples require stronger techniques
and methods in order to be precisely defined, because they are higher-order
concepts. Therefore, if one tries to strengthen formal systems (theories), it is
a good strategy to extend definition theories in one or the other respect. We
give some examples how this can be achieved.

One possibility to strengthen a theory is to define new predicates (functions
or relations) using inductive definitions, i.e. definitions that are well-founded
on a base case (or several base cases), such that an iterative process yields
an extension of the predicate. In this context, the iterative process means
that every stage n + 1 can be calculated using the result from stage n. The
algebraic counterpart of an inductive definition is the minimal fixed point of
a monotone operator. The fixed point gives the interpretation of the newly
defined predicate.! In other words: given a certain monotone operator I', it is
possible to identify the minimal fixed point of this operator with the extension of
an inductively defined predicate. We can give an easy example of this concept.

Example 7.1.1 We want to define the natural numbers N. The following
formula does precisely this.

'Non-monotone inductive definitions interpreted as the minimal fixed point of a non-
monotone operator is another possible extension, but knowledge about this kind of strength-
ening a language is rather limited. It should be noticed at this point that generalized definition
theory as will be developed in this chapter is not a theory of non-monotone inductive defini-
tions.
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neN & VSVz(0eSA(zeS —-a'€8)) - nebf)

Notice that we only assume that a certain successor function ’ and the base case
element 0 are given. We do not assume that the successor function is defined
as the application of the power set operation. We can choose other codings for
the successor function as well.

Kripke’s construction is essentially a fixed point construction using a mono-
tone operator in order to get fixed points that determine possible extensions of
the truth predicate. We saw that the choice of an appropriate fixed point in
Kripke’s framework is a problematic issue. The minimal fixed point corresponds
to an inductive definition of the truth predicate.? Besides the minimal fixed
point the maximal intrinsic fixed point plays a very important role in Kripke’s
theory of truth. Whereas the minimal fixed point can count as a straightfor-
ward example of an inductive definition this is not trivially the case for the
maximal intrinsic fixed point.

Because of the fact that monotone operators have (in general) many differ-
ent fixed points, it is a natural idea to call a predicate P coinductively defined
if P is defined via the maximal fixed point of a given operator. Algebraically,
the idea is to use the dual of the inductive definition in order to get a new con-
struction method. We will consider coinductive definition (as well as inductive
definitions) later in Section 7.3 and Section 7.4.

Although all these extensions strengthen the power to define a predicate in
a language L, there is no possibility to define a fully circular concept like the
Liar sentence A in L. The reason for this is the fact that circular definitions are
ill-formed expressions according to the classical understanding what a definition
really is. Technically, a definition is well-defined and determines the extension
of a predicate P (in the classical theory) if it holds for all models 9t = (D, I)
of a given language L:

JpelvzeD:(zeP o =" ¢x))

The formula ¢ must not contain the predicate P. But ¢ can contain other
predicates for which an extension (an interpretation) is already fixed. If
¢ is a first-order formula, it cannot contain second-order quantifiers over
predicates and relations. Quantifiers can only range over individual variables.
Dependent on the complexity of the quantification, the definition can be clas-
sified in complexity classes according to the Kleene (or arithmetical) hierarchy.

Let us consider a circular definition for a moment. An example of a circular
definition is the formula from above.

Ve e D:(G(z) & —~G(z)V H(z))

2As the base case one takes the bottom L whereas the inductive process is generated by
the monotone operator I'. As can easily be proven one reaches finally a fixed point.
3Compare Chapter 1 for further information.
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This definition contains the predicate G (that shall be defined) on the right
side of the definition. It is therefore ill-formed in classical terms. The reason
to restrict a definition in the classical theory is to prevent the case where it is
impossible to assign extensions to some circularly defined predicates. Notice
that the above definition does not have an appropriate (classical) extension if
H (x) does not hold for any x € D.

The impossibility to assign an extension for G remains also true if one
tries to extend the theory using inductive (or coinductive) definitions. It is
immediately clear that there is no monotone (even no non-monotone) operator
available defining an appropriate fixed point for the extension of a predicate
that has the properties of the Liar sentence. More precisely, there is no
fixed point at all for such Liar-like definitions. One recognizes immediately
the limits of classical extensions of first-order definability. Modeling circular
phenomena using circular definitions is a way out of these restrictions. The
so-called Gupta-Belnap-Herzberger revision theories (we call these theories in
the following either Gupta-Belnap systems (GB-systems) or simply revision
theories) are a way out of this dilemma. Gupta-Belnap systems allow an
extension of classical model theory giving an appropriate interpretation
and semantics (model theory) for circular definitions.* Additionally, Gupta-
Belnap systems behave for classical definitions like ordinary model theory. That
is the reason why Gupta-Belnap systems are an extension of the classical theory.

In this chapter, we will consider certain properties of first-order theories as
well as certain different kinds of extensions of first-order theories. We will intro-
duce these extensions step by step. The characterization method of first-order
theories is given by the so-called Ehrenfeucht-Fraissé games where an associa-
tion of first-order formulas on the one hand and winning strategies in a finite
game of two players on the other is possible. Second, we shall extend structures
using inductive and coinductive definitions. The game theoretical counterparts
for these definitions are open and closed games. As a side remark we mention
that the techniques used in this chapter are quite different in comparison with
the techniques used in Part II. To begin with we examine the limits of the non-
second-order case, namely first-order definitions and their definitional strength
using game theoretical techniques and characterizations.

7.2 First-Order Definability

First-order logic deals with relations and predicates that are definable by quan-
tifications over individual variables of a given domain. A quantification over
higher-order objects (for example relations, functions, or relations of relations
etc.) is not allowed. First-order logic can count as a natural way to extend
classical propositional logic. Another possibility for an extension would be the

4This does not mean that paradoxical sentences are true in some of these theories. Ac-
cording to the characterization below, we will find that Gupta-Belnap’s semantical system S*
has complexity IT3 and can therefore be defined in a well-founded second-order logic, too. In
other words: we do not loose classical mathematical properties.
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introduction of further operators like modal, epistemic, or tense operators. Or
one introduces intensional operators in order to strengthen first-order logic.
Our considerations will be focussed on first-order predicate logic. We begin our
examination with some properties and classes of structures that can be defined
in first-order logic.

Example 7.2.1 The following properties and classes can be defined in first-
order logic.

e Every finite structure can be characterized in first-order logic (up to iso-
morphisms).

e The property of a structure to be a strict linear order is first-order defin-
able.

e The property of a structure to be non-empty is first-order definable.

e The class of all graphs that are totally connected is first-order definable.
e The class of all graphs that are totally unconnected is first-order definable.
e The property of a given function to be monotone is first-order definable.

e ZFC set theory is first-order definable (using € as unique non-logical sym-
bol and taking sets as individual variables).

It is obvious in most cases that the claims of Example 7.2.1 do hold. The
only claim that requires a bit more reasoning than writing down the defining
first-order formula is the first example. For a proof of this example the reader
is referred to [EbF195].

An important feature of first-order logic is the fact that it is a complete
logic, and that the compactness theorem, Robinson’s theorem, as well as the
Lowenheim-Skolem theorems, and the Lindstrém theorem hold. These features
are not necessarily preserved in extensions of first-order logic. For example,
in second-order logic, it is well-known that the compactness theorem does no
longer hold. Perhaps that is a further reason why first-order logic is the most
prominent logic in the history of the foundations of mathematics.

In first-order logic, it is not possible to quantify over functions, relations,
relations of relations, or functions of functions. In other words, it is not pos-
sible to quantify over higher-order objects. Therefore, our expressive power to
define predicates is rather limited. In order to introduce the game theoretical
Ehrenfeucht-Fraissé method, we will work with a running example in this sec-
tion. We will show that the set of all finite palindromes of a given finite alphabet
(in our case the alphabet {a,b}) is not first-order definable. The example in
question can be precisely formulated as follows.

Example 7.2.2 Assume the alphabet {a,b} is given. We want to define the
set of all finite palindromes Pal (i.e. the set of all words, such that each word
when read from the left to the right is equivalent to the word when read from
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the right to the left). As we will see in this section, it turns out that Pal is not
definable in first-order logic. That means that there is no first-order formula ¢,
such that it holds:

Vo :x € Pal & ¢(x)

The reason for the fact that the collection of all finite palindromes of a given
finite alphabet is not first-order definable is a consequence of the limited ex-
pressive power of first-order definitions. We will see in this section that the
above fact can be proven using Ehrenfeucht-Fraissé games. Additionally, we
will mention several other examples of non-first-order definable sets. Intuitively,
the problem is based on the fact that we want to define the smallest class (the
minimal fixed point), such that the elements of this class are precisely all finite
palindromes. In other words, we need to define finiteness of palindromes and
that turns out to be quite problematic.

To justify the claim of Example 7.2.2 we need some definitions, concepts,
and facts. The crucial step for a characterization of first-order formulas (and
as a side effect an effective method to check whether a certain property of
structures or the definition of a class of structures is first-order definable or
not) will be the introduction of Ehrenfeucht-Fraissé games that allow an easy
and intuitive characterization of the concept similarity of two structures up to
a certain degree.’

We begin with a technical definition of the concept of a partial isomorphism.
This concept is important to define winning strategies in Ehrenfeucht-Fraissé
games.

Definition 7.2.1 Assume two structures A and B are given (relative to a
given language L). We call a function f a partial isomorphism if dom(f) C |A|,
ran(f) C |B|, and additionally the following conditions hold:

(a) f is injective.

(b) For all constants ¢ € Const it holds: if c € dom(f) then f(I4(c)) = Ip(c)
(where 14 and Ig are interpretation functions)

(¢) For each n-ary relation R and arbitrary ai,...a, € dom(f) it holds:

|R(a1, a2, ... an)|[[! = T <= [|R(f(a1), f(az), .., f(an))|[F =T

As we will see below, partial isomorphisms do not necessarily preserve
arbitrary quantified formulas. They clearly preserve atomic formulas as well
as propositional formulas. Partial isomorphisms f are isomorphisms that are

*Ehrenfeucht-Fraissé games are based on the work [Fr54] and [Eh61]. Whereas Fraissé
introduced the concept of m-equivalence, it was Ehrenfeucht who invented the game theoretical
characterization. A good source for further information concerning Ehrenfeucht-Fraissé games
can be found in [EbF195].
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restricted to the subset of the domain of f where they are defined and to a cer-
tain subset of the range of f. Partial isomorphisms are natural generalizations
of ordinary isomorphisms, namely isomorphisms that are locally defined.

The following definition describes the basic form of an Ehrenfeucht-Fraissé
game between two players I and II.

Definition 7.2.2 (i) Assume two structures A and B are given, where A =
|A| and B = |B|. An n-round Ehrenfeucht-Fraissé game Gn(A,d,B,&) for
d= (dy,da,...,dy) and €= (e, e, ..., e,) between player I and player II is a
sequence of moves of the two players that satisfies the following rules:

e Player I starts the game by choosing one of the structures A or B and
playing a point of the chosen structure dy € A or e; € B.

o Player II replies by playing a point in the alternative structure: e; € B in
case player I played dy € A and dy € A in case player I played e € B.

o In the m™ round, player I chooses one of the structures A or B and plays

a point d,, € A or e, € B.

o Player II replies by playing a point in the alternative structure, such that
player II plays e, € B in the case player I played d,, € A and player II
plays dm, € A in the case player I played e, € B.

(ii) We say that player II wins the n-round FEhrenfeucht-Fraissé game
Gn(A,d, B, €), if there is a partial isomorphism

f . {dl,dg, ,dn} — {61,62, ...,en}

Elsewhere player I wins the game.

(i7i) Player II has a winning strategy in the n-round Ehrenfeucht-Fraissé game
Gn(A,d, B, ), if it is possible for player II to win each game, whatever choices
are made by player I during the game.

Remark 7.2.3 Quite often player I is called the spoiler and player II is called
the duplicator. We do not use these notions here, because the references are
clear when we call the two players player I and player II.

We will use Ehrenfeucht-Fraissé games to show that the collection of finite
palindromes of the finite alphabet {a, b} is not first-order definable. Because of
this running example, we do not add many examples for Ehrenfeucht-Fraissé
games. Nevertheless, some examples should be mentioned to get a better un-
derstanding of the concept.

Example 7.2.4 (i) Assume A = N and B = N. For every Ehrenfeucht-Fraissé
game G, (A, d, B, €) player II has a winning strategy: if player I plays in the "
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round the element d;, then player II responds by playing e;, such that d; = e;.
Clearly, the function f, such that

f:{dl,dg,...,dn}—>{61762,...,€n}:di'—>ei

is a partial isomorphism between A and B.

(ii) Assume A = (w, <) and B = (w 4w, <) are given (where < is the standard
order relation on the ordinals and w + w is interpreted as order theoretic
sum). For every fixed n € N player II has a winning strategy in the game
Gn(A, cf, B, €). In order to see this, one has to check several cases. We mention
only the general idea. The problematic case is when player I plays in the
jth-round an element e; = w + k in the structure (w + w, <). Player II has
to respond by playing an element d; in structure (w, <) that is big enough in
order to respond to possible moves of player I in the rounds j + 1 to n. This
can be achieved by playing an element d; = x + 2"~J where z is dependent on
the moves performed in round 1 to round j — 1. Notice that n has to be fixed
in advance. It does not hold that player II has a winning strategy for a game
in which n € N is not fixed.

(iii) If A is a totally connected graph and B is a graph that contains an isolated
point e, then player II cannot have a winning strategy in G, (A, CZ; B, é) forn > 2.
Player I simply has to play the isolated point e (and a further arbitrary point
¢ € B) such that player II cannot respond (because A is totally connected).

The mentioned examples give a rough idea of the basic concepts used in
Ehrenfeucht-Fraissé games. Games and the connected winning strategies are
a natural description to show that certain structures are structurally equal up
to a certain degree. In order to be able to formulate this fact, we mention a
well-known result that connects formulas that hold in given structures A and
B (relative to a given language L) and n-round Ehrenfeucht-Fraissé games,
respectively winning strategies of player II. This result will be formulated (and
proven) in Theorem 7.2.6. In order to be able to show this result, we need to
introduce the concept of the depth of a formula, and the idea of a preloaded
game. The following definitions specify these two concepts precisely.

Definition 7.2.3 The depth of a formula ¢ is inductively defined as follows:5
depth(p) = 1, if ¢ is an atomic formula
depth(p A1) = max(depth(p),depth(v)))
depth(~6) = depth(®)
depth((Vx)p) = depth(p) + 1

SNotice that we can define other logical connectives by the semantics of = and A. Note
further that an existential quantified formula is definable via the universally quantified formula
according to the well-known quantifier rules of predicate logic.
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Definition 7.2.4 We call the n-round Ehrenfeucht-Fraissé game Gy, (A, d, B, €)
preloaded with (di,da,...,dx) and {(e1,ea,... er), if di,da,...,d € A, and
e1,62,...,e € B and additionally it holds:

Gn(A,d, B, &)
= Gn(Aa <d17d27 e 7dk7dk+17 e 7dn>787 <€17627 ey Cky €t 1, - .,€n>)

Player II has a winning strategy in the preloaded FEhrenfeucht-Fraissé game
Gn(A,d,B,&), if f : di — e; is a partial isomorphism for i € {1,2,...,n}.
Elsewhere, player I has a winning strategy. (The other definitions remain equal
to the ordinary definition of an Ehrenfeucht-Fraissé game.)

We come back to our running example. We need to introduce the idea of
n-equivalence. The following definition makes this precise for the special case
of words over the alphabet {a,b}.

Definition 7.2.5 We define an equivalence relation =, on letters of finite
words over the alphabet {a,b} as follows:”

T1TY ... Tk =n Y1Y2.. .Y = Vi,j € {1,2,...,k}:
(d(z,25) < n—d(xs, xj) = dyi, y;))
A (d(yi,y;) < n— d(zi, x5) = d(yi, y;))

Notice, that z1xo... 2 =1 y1y2 ...y means that there is partial isomor-
phism f: x; — y; for i € {1,2,...,k}. Intuitively, the above definition requires
that letters that are close enough to each other (namely < n) need to have the
same distance in both structures.

What is needed in order to establish the undefinability of the collection
of finite palindromes is a connection between games and structural similarity
of two structures formulated via formulas of a certain depth. The following
Theorem points out this crucial connection between Ehrenfeucht-Fraissé games
and the structural similarity between two given structures. It is no exaggeration
to claim that 7.2.6 is the heart of finite model theory.

Theorem 7.2.6 Let A and B be two structures of the same language L and let
d(x1,x9,...,28) be a formula of L of depth m. Then it holds: if player II has
a winning strategy in every n-round Ehrenfeucht-Fraissé game for n < m, then
foralldy € A,dy € A,....d, € A, and for all d} € B,d, € B,...,d); € B the
following equivalence holds:

AE¢(dy, ... dy) = BEod,...,d)

"The expression d(z,y) denotes the distance between to letters in the word. It is defined
in the usual way. For example, if two letters are neighbors of each other, then the distance
d(z,y) of letters z and y has value 1. An inductive process enables us to use all finite distances
between letters.




136 CHAPTER 7. DEFINITIONS AND GAMES

Proof: The proof is an induction on m. The case m = 1 reduces to the
case where ¢ is an atomic formula. Now, assume that A = ¢(d;). We have to
show that B |= ¢(d}). Because player II has a winning strategy in the 1-round
game, player II can respond to every move of player I. Therefore, there is a
partial isomorphism f : d; +— dj. The definition of a partial isomorphism
guarantees that the relations and functions are preserved under this map-
ping. Therefore, we have B |= ¢(d}) as well. The right to left direction is the
dual statement and a simple application of the definition of partial isomorphism.

Assume that for formulas ¥ (dy, ..., dy) of depth m € N it holds:

Now assume that ¢(dy, da, . .., d;) is of depth m+1, player II has a winning strat-
egy in every n-round game with n < m + 1 and it holds: A |= ¢(d1,da, ..., d;).
Without loss of generality we can assume that ¢ is of the form Vyiy. So we
have A | Vyi(di,da,...,d;). It remains to show that it also holds: B |
Yy (dy, ds, ..., d;). Consider a m + 1-round game preloaded with di,ds, ..., d;
and dy,dy,...,d;, and assume player I plays dj,, € B. Because player II
has a winning strategy, player II can respond by playing d;11 € A, such that
didy...diy1 =1 dydy ... dj . Therefore, f: d; — d; (fori e {1,2,...,14+1}) is
a partial isomorphism and preserves the structural properties. Together with
the induction hypothesis we find: B = Vyi(d},...,d;). The other direction is

proven in a similar way (dual reasoning). g.e.d.

Theorem 7.2.6 provides a characterization of those structures that make the
same formulas true up to a certain complexity of these formulas. The possi-
bility to give an analysis of the fine structure is the crucial point in the theorem.

With these preliminaries we consider again Example 7.2.2. We want to show
that the set of all (finite) palindromes is not first-order definable (relative to
the given alphabet {a,b}). Consider the following two structures: a2 b*"a?"
and a2"b2" """ . The structures (words) consist of letters and a binary relation
R holding between neighbor-letters of the structures and between letters and
the empty set. More precisely, R(x,y) holds if = is the left neighbor of y (or
similarly y is the right neighbor of z) where x,y € {¢, a,b}. Notice that R can
represent that x is the left most letter and y is the right most letter.

First, we show that in these two structures player II has a winning strategy
in the case the game G,,(A, d_: B, €) has at most length m < n. We state the
fact as follows.

Fact 7.2.7 Assume the structures a®'bv2"a®" and a®"v2"a®"™ are given.
Player II has a winning strategy in the m-round FEhrenfeucht-Fraissé game

Gm(A,d. B, &) if m < n.

Proof: It is sufficient to show that the following fact holds. If x1xs...x; =9
y1y2....yk (for k < n), then the following two conditions hold:
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o (Vz* € a2 b a®) 3y € a®' b2 0" )t miao .. 2Tt Zgner Y1y - . YRy
o (Vy* €a?' b a® ) (3a* € a0 ")t a1my . TRt Sgnt Y1Y2 - YRY'

We will only consider the case where player I chooses 2* located between z; and
xj. If d(x;, ;) < 2n, then (according to the definition of =,,) d(y;,y;) < 2n.
Hence, there is a letter y*, such that zjxs...xpx* =9n-1 y1y2...yxy*. But if
d(zi,z;) > 2n, then d(y;,y;) > 2n, too. Therefore, we find a letter y*, such
that x129...2p2* =9n-1 Y1y2...yxy™ as well. There are some other cases to check.
This is not difficult to do and we skip it here. The second condition can be
shown similarly.

Now, we see that player II has a winning strategy in the n-round game. After
the first round we have: x1 =9n y1. In the second round, we have the situation
T1Ty =gn-1 Y1Y2. After n rounds it holds: ziz9..x, =1 Y1y2...yn. In other
words: there is a partial isomorphism between the structures a®"b%"a?" and
a2"b?" a2""". This completes the proof that player II has a winning strategy in
the m-round game for m < n. g.e.d.

Fact 7.2.7 shows that the representation of differences between the struc-
tures a2"b2"a2" and a2 b2 a2"" requires complex formulas with depth > n.
Fact 7.2.7 is the crucial point in order to show the main claim in this section,
namely the undefinability of the set of finite palindromes over the alphabet
{a,b}. We can state the undefinability of finite palindromes of a finite alphabet
as a proposition.

Proposition 7.2.8 The set of finite palindromes over the alphabet {a, b} is not
first-order definable.

Proof: To show that the palindromes are not first-order definable assume
that the set of palindromes was first-order definable, i.e. assume there is a
formula ¢ such that a structure (word) w satisfies ¢ iff w is a palindrome. Then,
the defining formula ¢ has a certain depth, say ¢ is of depth n (for n € w).
Consider again the structures a®" %" a?" and a>" v2" 62" . Because of Fact 7.2.7,
player II has a winning strategy in every m-round game for m < n. In particular
it holds: player II has a winning strategy in the n-round Ehrenfeucht-Fraissé
game. Using Theorem 7.2.6 we get the equivalence:

@'V Eo & a® v " = ¢

Now we have on the other hand, a2"b%" a2 ¥~ ¢, because a2 2" a®"" is not a
palindrome and also it holds a?"b?"a?" = ¢, because a®"b*" a®" is a palindrome.
We have deduced a contradiction. Therefore, our assumption was false. Con-
clude: the set of all (finite) palindromes is not first-order definable. g.ed.

We will add some remarks concerning the above proposition.
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Remark 7.2.5 (i) The logical structure of the proof showing that finite
palindromes are not first-order definable is a proof by contradiction. This is
the strategy that is often applied when Ehrenfeucht-Fraissé games are used in
finite model theory in order to show that a certain collection is not first-order
definable. First, we assume that a property of a certain collection of structures
was first-order definable and then we take two particular structures and show
that there is a winning strategy for player II, i.e. that both structures make
the defining formula for the property of the collection of structures true. If the
two structures are appropriately chosen, one can deduce a contradiction.

(ii) We introduced the relation =,, in the game theoretical context as a relation
between sequences of points that were played in an Ehrenfeucht-Fraissé game.
Because of the deeper connection between formulas of depth n that are true
in a structure A if and only if these formulas are true in a corresponding
structure B and the winning strategy of player II in an n-round Ehrenfeucht-
Fraissé game, we immediately have the following fact:®* Assume A and B are
two given structures. If player II has a winning strategy in every m-round
Ehrenfeucht-Fraissé game (for m < n), then every formula ¢ of depth at most
n holds in A if and only if ¢ holds in B. Therefore, A and B are equivalent
structures with respect to formulas that have at most depth n. This was the
reason why in model theory the notion of n-elementary equivalence was intro-
duced: two models are n-elementary equivalent if they make the same formulas
true that have depth at most n. Instead of introducing this model theoretic
notion we introduced winning strategies of games. The accounts are equivalent.

(iii) Notice that in general we did not work with classical techniques of model
theory. Instead of model theory, we applied the strong tool of Ehrenfeucht-
Fraiseé games. Because of the fact that classical theorems cannot be generally
applied in finite model theory (for example the compactness theorem, the
Skolem-Lowenheim theorem, Robinson’s theorem etc.), we need to use other
techniques. The game theoretical approach is constitutive for the developed
theory.”

We exemplified the limits of first-order definability using a very specific
example (palindromes) and a relatively specific method (Ehrenfeucht-Fraissé
games). As a matter of fact, the method is nevertheless quite general. Using
Ehrenfeucht-Fraissé games one can show that the set of (finite) words of the
form ww (where w is a word of a given finite alphabet), and the set of all
finite connected graphs are not first-order definable, either. Better known
examples of the non-definability of certain collections in first-order logic are:
the set of natural numbers, the notions of finiteness and the property of a
given structure to be infinite. Furthermore, the class of finite strict orderings

8Cf. Theorem 7.2.6.

9We mention that the problem of truth is not a problem of finite model theory, because
truth can be defined in finite model theory. Truth becomes a problem if we work in infinite
structures that have an elementary coding scheme.
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of even cardinality is not first-order definable.!” Last but not least, transitive
closures of (finite) graphs are not first-order definable. Proper inductive and
co-inductive definitions (on infinite structures) add an infinite number of
additional examples for undefinability in first-order logic in a very general
sense, because proper inductive (as well as coinductive) definitions are a second
order concept.

It is worth mentioning that the problem of defining the set of certain finite
structures can most times be reduced to the problem of defining precisely the
collection of all finite objects (with a certain property). For example, one can
easily define a collection of palindromes (over the alphabet {a,b}) using the
following definition. Take the collection of all x, such that x satisfies:

(x=a)V(x=0)V (x=uaa) V (z = bb)
V (x=ayaANy € Pal) V (x =byb Ay € Pal)

The problem with this definition is that nothing prevents the generation
of a collection of palindromes which contains palindromes that have infinite
length. To get precisely the collection of all finite palindromes is the problem
here. Additionally, to get precisely the collection of all finite and infinite
palindromes is not first-order definable, either.

Concerning our second special feature - namely using Ehrenfeucht-Fraissé
games - we have to mention another possibility showing that certain notions
are not first-order definable. This method uses essentially the compactness the-
orem.'! Because it is well-known (and easy to prove) that the compactness
theorem does not hold in second-order logic, we can quite easily derive con-
tradictions from the assumption that a particular set is first-order definable.!?
We want to illustrate this by the undefinability of the property to be finite. In
order to do this, we work with the concept of a theory. A theory I' is a shortcut

for a (not necessarily finite) set of first-order formulas.

Lemma 7.2.9 There is no first-order theory I', such that I' defines finiteness,
i.e. for an arbitrarily given structure A, it holds:

-dr': AT < |A] is finite (Vo € T : ¢ is a first-order formula)

Proof: Assume towards a contradiction that finiteness was first-order
definable. Then there exists a first-order theory I', such that

10The essential point here is the requirement of even cardinality and not the requirement
of being a strict order relation.

"'The compactness theorem can be stated as follows: Assume a structure A is given. Let
I be a set of first-order formulas, such that for every finite I C I' it holds: I has a model.
Then I" has a model as well.

12Compare [BeDo83).
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AET <= |A| is finite.
Now, consider for all & € w sentences of the following form:

¢r = Ir13xo... 3zp T N\ i # 75 (1,7 € {1,2,...,k})

Define a new theory I' as follows: TV = T'U {¢y } k<. Take an arbitrary subset
Ty of TU{ ¢k }k<w- Obviously, I'g is consistent. Using the compactness theorem
(we work in first-order logic, therefore the compactness theorem is valid), we
find that I is consistent, therefore I” has a model. Then: A = I'" which is a
contradiction, because I" is infinite. g.e.d.

There is a variety of results concerning the limited power of first-order logic.
Not only game theoretical means and the compactness theorem can be used.
For example, Keisler proved that a property ® of models is first-order defin-
able if and only if ® and its complement are closed under isomorphisms and
ultraproducts.'®> We do not go into the details of these different ideas for proofs
that first-order logic has limited expressive power. This section should simply
show how games can be used to get results of the complexity of properties and
collections of structures.

We mentioned some of the important properties of structures and collec-
tions of structures that are not first-order definable. The proofs for these
claims are quite often very similar and can be formulated in various ways
(dependent on the preferred approach), although they are in general not trivial.
We stressed the game theoretical account here because it is a very general and
quite intuitive approach towards definitional complexity. The purely model
theoretic approach has the disadvantage to be quite abstract. Games have an
intuitive basis and the principal idea of a winning strategy is simpler than the
concept of n-elementary equivalence.

The reduced power of first-order logic defining relations and subsets of a
given universe motivates directly different extensions of first-order logic. In fact,
there are many different possibilities to enlarge the expressive power. One way
is to go directly to full second-order logic or to a restricted kind of second-order
logic like monadic second order logic (MSO). Other possibilities are to introduce
types or additional operators (like in modal-logic, tense-logic, epistemic logic
etc.). All these extensions allow an increase in the expressibility of the logical
systems.

Informally, we will strengthen in the following sections (and in Chapter 8)
first-order logic step by step by extending it using inductive definitions, coin-
ductive definitions, and definitions of even higher complexity (in the analytical
hierarchy), namely circular definitions. This will lead us to a better under-
standing of the definitional complexity.

13Cf. [BeDo83] or [ChKe73].
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7.3 Inductive Definitions

The natural and most prominent example of an inductive definition is the def-
inition of the natural numbers N via a successor operation ' and a designated
element 0. Intuitively, an inductive definition specifies the smallest set in which
the successor operation is closed and the whole set is generated from a bases
case. The importance of inductive definitions in mathematics and the formal
sciences cannot be underestimated. They are used in many different fields. We
shall consider some examples of inductive definitions in order to get a flavor of
the general idea.

Example 7.3.1 (i) The standard way to define the set of natural numbers N
using a successor operation ’ and a distinguished element 0 is specified in the
following definition:

N is the smallest set, such that the following relation holds:
0eN)A (Vy)(yeN — ¢/ €N)

Standardly, 0 is interpreted as the empty set . Whereas the above definition
requires the existence of a structure and a successor function, the set theoretic
version that can implicitly be found in most standard axiomatizations of ZFC
can be formulated as follows:

N is the smallest set, such that the following relation holds:
@eN)AVY(yeN — yu{y} eN)

In the above expression, y U {y} corresponds to the successor operation
y' = y+ 1 in the first example. In other words, y U {y} is the set theoretic
code for the arithmetical expression y + 1. There are other possibilities as
well. For example, ' = y + 1 = {y} is another alternative for a set theoretical
representation.

(ii) Consider again the collection of all finite palindromes Pal. We saw in
Section 7.2 that the set of all finite palindromes over the alphabet {a,b} is not
first-order definable. What is needed in order to define Pal is the concept of an
inductive definition. Consider again the finite alphabet {a,b}. The following
inductive definition defines precisely the collection of all finite palindromes Pal
over {a,b}.

Pal is the smallest set, such that the following relation holds:

(a € Pal) A (b € Pal) A (aa € Pal) A (bb € Pal)A\
Vx : (x € Pal — (axa € Pal A bxb € Pal))
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Like in the case of the natural numbers N, we start the machinery with a base
case (or several base cases as the example of the palindromes shows) and then
we apply a production method to get new elements of Pal. The smallest set
that is closed under the production process is the set of all finite palindromes
over {a,b}.

(iii) Our last example for inductive definitions is well-known to logicians. The
definition specifying the set of all well-formed expressions Prop of propositional
logic is essentially an inductive definition. To define the set Prop we require
the following:

Assume a set of atomic proposition AtProp = {p,q,r, ...} is
given. Then, the collection Prop of all well-formed formulas of
propositional logic is the smallest set such that the following three
conditions hold:

(1) Vp : (p € AtProp — p € Prop)

(2) VoV : (¢ € Prop ANy € Prop — ¢ A € Prop)

(3) Vo : (¢ € Prop — —¢ € Prop)

The base cases are given by condition (1), namely that all atomic propositions
are in Prop.'* The inductive process operates on formulas that are built using
logical connectives. It is worth mentioning that the requirement to choose the
smallest set is essential for the whole consideration. Later we will see that it is
possible to define a dual version of this idea where the extension of a concept
is defined using the maximal fixed point of a certain operation. Although the
ideas are quite similar, minimal and maximal fixed points have quite different
properties in general.

Remark 7.3.2 We add some remarks concerning the fact that these definitions
are second-order concepts. This is not obvious because the defining conditions
are classical first-order conditions. The difficulty to find a first-order definition
for these examples is not caused by the inductive process but by the requirement
that the resulting set needs to be the smallest set satisfying some conditions.
We formulate the definition of the natural numbers N once more again.

neN & VSVz(0e SA(zelS -2 €8)) - nebf)

In this definition, the second-order aspect becomes clearly visible. We have a
second-order quantification in front of an arithmetical formula. As we will see
later, every inductive definition is a I} formula.

4 Notice that in this example there are infinitely many base cases in general.
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The above examples have a common feature: all definitions have certain (at
most countably many) ’base cases’ (and are therefore well-founded), whereas
through a generation process more and more elements are added to the set
which shall be defined. The generation process can be interpreted as a monotone
operation via an operator I' which takes, for example, (pairs of) formulas (of
propositional logic) to formulas (of propositional logic), such that: I'(¢,v) =
o N ¢ or I'(p) = —¢. In Example 7.3.1(i), we have the following situation:
a monotone operator I'' maps numbers to numbers, such that, if x € w, then
z+1 € w, too. To get the set in question we have to generate the smallest
set, which corresponds to the minimal fixed point of the monotone operator T'.
This connection establishes a possibility to give the probably most important
characterization of inductive definitions. We take this characterization as the
definition of an inductive definition. In other accounts, this characterization
can be proven using an alternative definition of inductive definition.

Definition 7.3.1 Given a language L, a definition D inductively defines a
predicate P, if the extension of P is the minimal fized point of a monotone
operator ' in the augmented language L™ = L U {P}.

In the monograph [Mo74], we can find important results of the theory of
inductive definitions on abstract structures. In particular in this work, a general
characterization theorem of the complexity of an inductive definition is proven
relative to 'nice structures’, namely so-called acceptable structures.'® For every
relation R on an acceptable structure the following equivalence holds:

Ris a II} relation <= R is inductive

In order to prove the above characterization, one uses standard game theoretic
techniques. In the following, we shall consider some aspects of the game the-
ory for inductive definitions. To do this, we have to modify our concept of
Ehrenfeucht-Fraissé games to a more general kind of game in order to be able
to characterize infinite sets.' An important further restriction is the require-
ment that the infinite game is open (or closed). These notions will be defined
below. Adopting the formalism in [Mo74], we begin with the introduction of
a modified finite game which differs from the above Ehrenfeucht-Fraissé games
in an important respect. (The following ideas can be found in [Mo74], Chapter
4.)

Definition 7.3.2 Assume R is a relation on a given set X and C_j =
Q1Q2...Qy is a sequence of quantifiers, i.e. Q; € {3,V} fori e {1,2,...,n}.
The finite game O(Q, R) between player I and player II is defined as follows:

'50One can consider standard arithmetic as the natural example of an acceptable structure.
Roughly speaking, an acceptable structure is a structure which contains an elementary coding
scheme. The easiest example for an acceptable structure is standard arithmetic. Notice that
in order to guarantee that the coding scheme is effective it is assumed that ever acceptable
structure is countable.

18Notice that Ehrenfeucht-Fraissé games are essentially finite games. We would like to work
with infinite games as well.
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o Player I and player II play elements of X. If Q; = 3 then player I plays
x; € X and if Q; =V then player II plays x; € X.

e Player I wins a(@’, R) if R(z1,z2,...,xy) holds and player II wins
0(Q, R) if “R(x1,x2,...,xy,) holds.

Remark 7.3.3 (i) Recall the definition of Ehrenfeucht-Fraissé games above:
two players play in two structures alternately. Definition 7.3.2 does not use
structures at all. Simply prefixes of formulas determine a particular game.
Furthermore, players I and II do not play points of a structure but rather
subsets of the given set. Moreover, in the game the players do not alternately
play sets, but rather the linear sequence of moves of the game is determined
by the properties of Cj Finally, we do not want to find a partial isomorphism
between two given structures in a game, but we want to model a given relation
R using sequences of quantifiers. In fact, the games considered her are quite
different from Ehrenfeucht-Fraissé games.

(ii) Definition 7.3.2 is the finite version of a game in infinite structures. The
infinite version of games as defined in Definition 7.3.2 are essentially used to
characterize inductive and coinductive definitions. The finite Ehrenfeucht-
Fraissé games we saw in Section 7.2 were used to show that a certain property
of a certain relation is not first-order definable. Hence, the general idea of
these games is rather different.

What can be said about winning strategies in the games as defined in Defi-
nition 7.3.27 We define a winning strategy for player I as follows:

Definition 7.3.3 (i) Player I has a winning strategy in O(Q,R), if there
exists a set of functions S = {fi|i €w AN Q; =3 A arity(f;) =i — 1} such
that player I wins every run of O(Q, R) whenever player I follows S.

(ii) Player II has a winning strategy in D(Q, R), if there exists a set of functions
S={fil iEw A Q=Y A arity(f;) =1 — 1}, such that player I wins every
run of O(Q, R) whenever player II follows S.

Notice that we separate the definitions of winning strategies for both
players. For finite games, it is clear that if player I has no winning strategy,
then player II must have a winning strategy. On the other hand, if player II has
no winning strategy, then player I must have a winning strategy. Furthermore,
in every finite game, either player I or player II has a winning strategy. This
determinacy condition does not necessarily hold for infinite games as defined
below. We will add some more remarks concerning this important determinacy
aspect later.

We saw above that the set of (finite) palindromes over an alphabet with
two elements is not first-order definable. Other examples are: the set of finite
words of the form ww, the set of natural numbers, arithmetical addition, the
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set of all countable graphs which are connected, the set of all countable graphs
such that there are no two points that have infinite distance.!” All these
relations can be defined inductively. For our context, that means the following;:
we cannot hope to find a finite string of quantifiers @ = @Q1Q2...Q, and a
game D(Q, R), such that O(@, R) can be (in any sense) associated with an
inductively defined relation. We need to extend the present account in order
to work with infinite prefixes of quantifiers.

Consider an infinite string of quantifiers @ = (1@ ... and an infinite re-
lation R over a set X. We use the following shortcut in order to simply the
formalization of the theory:

Q(R(@) & {Qiz1Qaz2... }R(z1,22,...)

The definitions for our game remain the same, except that player I has a winning
strategy for D(Q, R) if player I wins every run of the infinite game E)(Q, R), i.e.
if R(x1,xo,...). Player II has a winning strategy if player II wins every run of
the infinite game, i.e. if =R(z1,z2,...). Because these concepts are important,
we formulate these concepts in a separate definition.

Definition 7.3.4 Assume R is an infinite relation on a given set X and
Q = Q1Qs... is an infinite sequence of quantifiers, i.e. Q; € {3,v} for
i € {1,2,...}. The infinite game D(Q, R) between player I and player II is
defined as follows:

o Player I and player II play elements of X. If Q; = 3 then player I plays
x; € X and if Q; =V then player II plays x; € X.

e Player I wins D(@, R) if R(x1,xa,...) holds and player II wins D(Q,R)
if “R(x1,x2,...) holds.

In order to formulate the relationship between winning strategies of infinite
games and inductive definitions, we need finer distinctions of infinite relations.

The following definition distinguishes two different kinds of relations.

Definition 7.3.5 (i) An infinite relation R(xz1,x2,...) is called open, if there
are relations Ry(x1), Ra(x1,x2), R3(x1,22,23),..., such that it holds:

R(IEl,:EQ,...) < Rl(l‘l)VRQ(SE1,$2)VR3($1,LE2,IL’3)\/...

(i) An infinite relation R(x1,x2,...) is called closed, if there are relations
Ri(x1), Ra(z1,22), R3(x1,x2,23), ..., such that it holds:

R(l’l,l‘g,...) = Rl(l‘l)/\R2($1,$2)/\R3(£L’1,$2,$3)/\...

1"Notice that the last example is not equivalent to the set of all finite graphs, if finite graph
means ‘there is a maximal path of length n € w in the graph’.
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An important point concerning the infinite case is that not everything gen-
eralizes from the finite case to the infinite one. The difficulty is the (already
mentioned) determinacy of games. Whereas in the finite case, either player I or
player IT has a winning strategy (this is a trivial non-logical result), this is no
longer true in general for infinite games. An example of an infinite game that is
not determined can be found in [Je78], p.551. The famous insight in [GaSt53]
was the fact that in ZFC one can prove that every infinite game D(@, R) be-
tween player I and player II is determined, provided that R is an open or closed
relation. In other words: in every game E)(Cj, R) where R is either open or closed
(or both), either player I or player IT has a winning strategy. This fact is called
the Gale-Stewart theorem.'® There are different versions of the Gale-Stewart
theorem. Here, we adopt the version that is formulated in [Mo74]:

Theorem 7.3.6 Assume A is a non-empty set and R C A, is an open or
closed relation. Let Q = Q1Q2 ... be an infinite string of quantifiers. Then,
player I or player II has winning strategy in O(Q, R).

Proof: Compare [Mo74], 4A.1, pp.56/57. g.ed.

We add some further remarks, comments, and implications of the Gale-
Stewart theorem.

Remark 7.3.4 (i) In general, the Gale-Stewart theorem gives us a lower
bound of all sets that can be associated with infinite games. We know from
Theorem 7.3.6 that at least the open and closed sets are possible payoffs of
determined infinite games. Theorem 7.3.6 does not tell us anything about
arbitrary second-order relations. In particular, it is not clear whether arbitrary
relations can be associated with infinite games.

(ii) Determinacy of games can be formulated in other terms as the following
formula shows:

¥O(Q, R) : ~Q(R(F)) <= Q7 (~R(Z))

In this context, @V means the ’dual’ infinite prefix of Cj Formally, we can
define @ as follows:

{lengxQ...}v(R(xl, x9, )) < lele;xg...(—'R(xl, X9, ))

where we take 37 = V and Vv~ = 3. Determinacy means that a negation in
front of the formula R(z1, z2,...) can be extracted. We know this situation from
the finite case in ordinary first-order logic as the following simple equivalence
shows:

—JaVy : p(x,y) < VzIy: —¢(z,y)

18Cf. [GaSt53].
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Determinacy means that a negation in front of the prefix of the formula can
be incorporated into the formula, such that the negation can be placed behind
the prefix and the quantifiers are substituted by their duals without changing
the meaning of the whole expression.

(ili) An example of a relation which is neither open nor closed and where
the corresponding game is not determined can be found in [Je78], p. 551.
The example is crucially based on a diagonal argument and essentially uses
the axiom of choice. It is still not known whether there exists a constructive
example of a game that is not determined (i.e. an example that does not use
the axiom of choice).

(iv) An important discussion in set theory is the question whether an additional
axiom to ZFC can guarantee determinacy. It turns out that full determinacy
(standardly called the axiom AD, interpreted as the statement that every
infinite game is determined) is inconsistent with the axiom of choice (this
is an immediate consequence of (iii)), whereas a weaker form of the axiom
of choice is implied by AD. Therefore, a weaker form of determinacy seems
to be more reliable for mathematical purposes. An important candidate for
weak determinacy is the axiom which states the determinacy of the projective
hierarchy (usually called PD). With this axiom, every second-order relation
can be associated with an infinite game. This new axiom added to ZFC yields
a consistent theory (especially it is consistent with the axiom of choice). We
will return to this point, below.

The important result concerning inductive definitions is the theorem that
associates H%—relations with relations that are inductively defined, provided
we work in acceptable structures. We mention this theorem of the theory of
inductive definitions without a proof.

Theorem 7.3.7 A relation R on an acceptable structure is 11} iff R is induc-
tive.

Proof: Compare [Mo74], 1D.3, p.20 (for the ”<=” direction), and 8A.1,
pp.132-134 (for the ”=" direction). g.ed.

Remark 7.3.5 The restriction of Theorem 7.3.7 to acceptable structures is es-
sential because only in this case there exists an appropriate (elementary) coding
scheme. Acceptable structures are essentially arithmetical-like structures that
allow an appropriate coding of formulas and relations. The idea of coding formu-
las and relations in acceptable structures is quite similar to the coding scheme
used in recursion theory. One can take standard arithmetic as the archetypical
example. For more information concerning acceptable structures the reader is
referred to [Mo74].
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The following theorem gives us the connection between open relations and
inductive relations. Furthermore, it provides a further characterization of in-
ductive relations.

Theorem 7.3.8 A relation R on an acceptable structure is open if and only if
R is inductive.

Proof: Straightforward consequence of the proof of Theorem 7.3.7. Com-
pare [MoT74]. q.e.d.

Optimal would be a result that associates inductive definitions with a
straightforward generalization of Ehrenfeucht-Fraissé games we examined in
Section 7.2. The infinite games used in this section to model inductive defini-
tions are not comparable with Ehrenfeucht-Fraissé games because of the follow-
ing differences:

(i) Ehrenfeucht-Fraissé games are finite, whereas the described games in this
section are infinite.

(ii) Ehrenfeucht-Fraissé games are defined on two (usually finite) structures,
whereas the games in this section are defined on one (generally infinite)
structure.

(iii) Ehrenfeucht-Fraissé games are determined by the moves on structures,
whereas the games in this section are determined by the prefixes of given
formulas.

It turns out that an association of Ehrenfeucht-Fraissé games with infinite
games is problematic. A naive infinite extension of Ehrenfeucht-Fraissé games
from finite games to infinite ones makes it impossible to distinguish different
structures of cardinality Ry as we will see below. Precisely this would be nec-
essary. We will examine in the following the problems of a naive extension of
Ehrenfeucht-Fraissé games to the infinite.

In order to do this, consider infinite Ehrenfeucht-Fraissé games that are
specified as follows: Definition 7.2.2 remains the same, except that we play now
infinite games. Player II has a winning strategy in the infinite Ehrenfeucht-
Fraissé game if player II can respond to every move of player I in an arbitrary
infinite sequence of moves, such that there is a partial isomorphism between
the structures.'® Notice that 'having a winning strategy in the infinite game’
is not equivalent to ’having a winning strategy in every n-round game’. A
counterexample can be given as follows: let G and H be two given structures
where G is the set of all n-circles for n € w, and H is the collection of all
n-circles plus a copy of the integers. We assume that the relevant relation on
the integers is 'z is the neighbor of 3’ (connectedness). Whereas player 1I has
a winning strategy in every n-round game (because player II can choose ’big
enough circles in every finite game’), player II has no winning strategy in the

9Notice that a partial isomorphism needs not to be a function with a finite domain.
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infinite game. The latter is true because player II cannot choose an infinite
circle in structure G, simply because there is no infinite circle in G.

The next propositions specify the relation between infinite Ehrenfeucht-
Fraissé games and countable structures. It turns out that if player II has a
winning strategy in the infinite Ehrenfeucht-Fraisé game, then the two struc-
tures are isomorphic.

Proposition 7.3.9 If A and B are structures with |A| < Xg and |B| < Rg.
Then it holds: player Il has winning strategy in every infinite FEhrenfeucht-
Fraissé game if and only if A = B.

Proof: "=" Assume that player II has a winning strategy in every infinite

Ehrenfeucht-Fraissé game. We have to show that |A| = |B| and that there is
a structure preserving function (homomorphism) f : |[A| — |B|. Because
A is at most countable, we can fix an enumeration of the elements of A. (It
is not problematic, if there is no recursive way to do this.) Then, consider an
Ehrenfeucht-Fraissé game between player I and player II where player I plays
only in structure A and player II plays only in structure . Furthermore,
assume that in this game player I enumerates all elements of A. Because player
IT has a winning strategy in the infinite game, there is a partial isomorphism
f: A — B, such that f is defined on the entire domain A. In other words, A is
isomorphically embedded in B. Therefore, it holds: A < B, i.e. A is injectively
embedded into B.
Now we play the reverse game. Player I plays in structure B and player II plays
in structure A. Because player II has a winning strategy in this game, we get
B < A. On a set theoretical level we can deduce (using the Schroder-Bernstein
Theorem): A = B. On a model theoretical level, we get A = B because player
IT has a winning strategy in the infinite game, i.e. every game determines a
partial isomorphism between A and B.

7" If A =2 B, then there is an isomorphism mapping A into B. Take this
isomorphism as a device for player II. Then, player II has a winning strategy
in every infinite game. g.e.d.

As a further proposition, we can state the following fact which is the pendant
to Theorem 7.2.6.

Proposition 7.3.10 Let A and B be structures with |A] < R and |B| < Ny.
Assume player II has a winning strategy in every infinite Ehrenfeucht-Fraissé

game where player I plays in A and player II plays in structure B. Then it
holds:

Vo: (A ¢ = Bl=¢)

Proof: We have to show that there is an isomorphic embedding f mapping
A into B. Consider an arbitrary enumeration of the elements of A. Assume
further that a game is specified where player I plays a1 in the first round, a9 in
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the second, and so on. Because player II has a winning strategy in the infinite
game, player IT plays b; in round 1, by in round 2, and so on. Player II has a
winning strategy (assumption), therefore f : a; — b; is a partial isomorphism.
Conclude: f embeds A into B isomorphically. g.e.d.

Remark 7.3.6 (i) Notice that it is not necessary to require determinacy of
the games. Our account is different: we presuppose that player II wins every
infinite game, i.e. the games are determined.

(ii) Kripke’s fixed point theory is essentially based on inductive definitions.
Hence, the complexity of his theory is II3. The construction of minimal fixed
points fits nicely into the presented account. We will reconsider the properties
of Kripke’s theory in more detail in Chapter 16.

(iii) As far as the author knows, it is an open question whether it is possible to
generalize Ehrenfeucht-Fraissé games to games defined on infinite structures,
such that we get a reasonable correspondence to Moschovakis’ open (or closed)
games. To connect open games with the Ehrenfeucht-Fraissé account, it seems
reasonable to assume that the payoffs of Ehrenfeucht-Fraissé games are codes
of partial isomorphisms, such that the set of all these codes is itself an open
subset of the natural numbers. But this is not worked out yet.

As we saw in the above considerations, the natural dual construction of
inductive definitions are coinductive definitions. We will add some remarks
concerning coinductive definitions in the next section. Most of the described
properties of coinductive definitions are simply the dual of the properties of this
section.

7.4 Coinductive Definitions

From a category theoretic perspective, coinductive definitions are dual con-
structions of inductive definitions. We saw several alternative characterizations
of inductive definitions in the last section. Coinductive definitions can be in-
terpreted in a very analogous way. The following definitions make the idea of
a coinductive definition precise.

Definition 7.4.1 Given a language L a definition D coinductively defines a
predicate P, if the extension of P is determined by the mazimal fixed point of
a monotone operator T in the augmented language Lt = L U {P}.

Remark 7.4.1 Quite often, it happens that maximal fixed points are coex-
tensional with minimal fixed points. For example, consider the domain (a,b)*,
i.e. the set of all finite words of the alphabet {a,b}. Determine the largest set
PAL C (a,b)*, such that it holds:
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(a € PAL)N (b€ PAL) A (aa € PAL) A (bb € PAL)A
Vz € (a,b)" : (r € PAL — (axa € PAL ANbxb € PAL))

We find that this set PAL is equal to Pal, the set determined by the minimal
fixed point. Notice that in this example we have already established an upper
bound for the length of words, namely we choose possible candidates from
the collection of all finite words. The second-order concept is hidden in the
assumption that PAL C (a,b)*. Differences between the maximal and the
minimal fixed point arises if we take (countably) infinite words (i.e. infinite
sequences of the letters of the alphabet) into account. Then, we get as the
minimal fixed point the set

Pal = {w € (a,b") | wis a finite palindrome}

The maximal fixed point PAL is the collection of all finite and (countably)
infinite palindromes. Hence, the two fixed points are not coextensional.

We will mention some examples of coinductive definitions. Later, we will
see that these examples can be used in the theory of hypersets as well.

Example 7.4.2 (i) Assume a set of atomic proposition AtProp = {p,q,r,...}
is given. The collection of all propositions PROP is defined as the largest set,
such that it holds:

V¢ € PROP : ¢ € AtProp
V (¢ =1 Axandy € PROP and x € PROP)
V (¢ =) and ¢p € PROP)

The above definition is a typical coinductive definition. Notice that nothing
prevents the existence of infinite formulas. In fact, the existence of proposi-
tional formulas of infinite length in PROP guarantees that PROP and Prop
are not equal. Whereas the requirement in the inductive case to take the
smallest set avoids formulas of infinite length, this is not true for the largest
collection.

(ii) Consider the following coinductive definition. ORD is the largest collection
such that the following condition holds (where ’ is the successor function):

Va € ORD: a=0V (o= 3 and 3 € ORD)

The above definition specifies the class of all ordinals. This class ORD is the
largest collection closed under the successor function. Clearly, by a restriction
of a certain cardinal number we can also define an initial segment of the
ordinals using a coinductive definition.
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Similarly to inductive definitions, coinductive definitions can be identified as
collections of a certain complexity class of the projective hierarchy. It turns out
that coinductively defined predicates specify negations of inductively defined
predicates. This is stated in the following fact.

Fact 7.4.2 A relation R on an acceptable structure is %1 if and only if R is
cotnductive.

Proof: Dual of Theorem 7.3.7. g.e.d.

The second-order quantification in coinductive definitions comes in when
the existence of a largest collection satisfying certain properties is claimed.
It is a quite similar feature as in the inductive case. In general, it seems to
be the case that inductive definitions are more prominent in mathematical
discourse. The reason for this is probably the fact that we most often use
(infinite) collections of finite objects in mathematics. Coinductive definitions
specify quite often (infinite) collections of infinite objects.

Finally, we can establish the connection between coinductive definitions and
closed games. This comes down to the equivalence of coinductive relations and
closed relations (again as the dual statement of the inductive case). We state
this as a fact without proof.

Fact 7.4.3 A relation R on an acceptable structure is closed if and only if R
is coinductively defined.

Proof: Dual of Theorem 7.3.8. q.e.d.

Remark 7.4.3 (i) We have the following correspondences: coinductive defini-
tions are precisely the X} relations (on acceptable structures). 1 relations are
equivalent to the extension of a maximal fixed point of a monotone operator I'.
Finally, it holds that coinductive relations are equivalent to closed relations.

(ii) Game theoretically interpreted, the described results mean that coinductive
relations can be associated with closed relations, i.e. they can be represented
as an infinite disjunction of finite relations. If R is an inductive relation, then
player II has a winning strategy and on the other hand, if R is a coinductive
relation, then player I has a winning strategy in the corresponding infinite
game. Notice that for relations R which are inductively definable as well as
coinductively definable, the winning strategies depend on the representation of
R. We know that a A relation R can be represented either as a relation of the
form VX : ¢(X), or as a relation of the form 3X :¢(X). The same is true if R
is written as an infinite sequence of first-order quantifiers. Dependent on the
representation, either player I has winning strategy or player II has a winning
strategy. The relation R itself is closed and open.



7.5. HISTORY 153

We finish this section with these remarks concerning coinductive definitions.
Much more could be said concerning this topic. We do not develop the theory of
coinductive definitions further, because coinductive relations are not the focus
of this part of this work. In Part IV, we will consider coinductive definitions
again. In the next chapter, we will develop revision theories as a further exten-
sion of classical definition theory that goes beyond inductive and coinductive
definitions. The added complexity comes in because fully circular definitions
are allowed in revision theories.

7.5 History

The topics in this chapter possess a quality of folklore. Ehrenfeucht-Fraissé
games are based on the papers [Fr54] (algebraic foundation) and [Eh61]. In
the latter work, Ehrenfeucht introduced a game theoretical characterization of
partial isomorphisms. On these ideas, the complete theory of finite models is
based. A good introduction to finite model theory is [EbF195]. Other sources of
information are monographs in complexity theory (usually in the field of com-
puter science) like [Im99]. Inductive definitions are a very old idea, although
an algebraic theory of inductive definitions (especially including its complexity
theoretic properties) is a rather new development. The origins of a theory of
inductive definitions grew out of a number of papers Stephen C. Kleene pub-
lished around the year 1955. Most prominently in this context, we have to
mention Kleene’s work [KI155]. This paper can count as the basis for all fur-
ther developments done by Moschovakis, Spector, and Barwise. The standard
monograph of inductive definitions is [Mo74]. Important further results can be
found in [Bar75]. The game theoretic perspective seems to become more and
more important in different fields of mathematics and computer science.
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Chapter 8

The Gupta-Belnap Systems

We examined in the last chapter a possibility to determine whether a rela-
tion is first-order definable. Additionally, we saw two extensions of first-order
definability in terms of inductive and coinductive definitions. Now, inductive
definitions do not give us full second-order logic and coinductive definitions ei-
ther. We maximally get the complexity classes ¥ U ITi, but it is impossible
to define a proper Al relation, not to mention relations of even higher com-
plexity. In order to get stronger theories, we will extend the expressive power
of structures by circular definitions in the sense of [GuBe93]. The resulting
theories are called Gupta-Belnap systems (sometimes we will use the general
notion revision theories without a further specification). We will see that using
revision theories we get a further possibility to strengthen given structures. An
additional aspect of these theories is that they have more expressive power than
inductive definitions (or coinductive definitions).

8.1 Circular Definitions and Revision Theories

Gupta-Belnap revision theories can be understood as a method to increase the
expressive power of a given structure. Originally, Gupta-Belnap systems were
developed to express and to give a reasonable (i.e. appropriate and consistent)
interpretation of circular definitions. First, we shall examine some basic prop-
erties and results of this theory, and we shall add some examples for a better
understanding of the new definitions. Second, we will prove that a certain se-
mantical system (namely S*) has complexity I13. This result is quite important
because it tells us that the system S* is not recursively axiomatizable, i.e. S* is
a proper second-order system. The Gupta-Belnap account examines infinitely
many semantical systems, in addition to the systems S* and S# we are inter-
ested in. We will not consider certain finite (first-order) systems S,, (introduced
also by Gupta and Belnap), because the properties of these systems are sum-
marized in length in [GuBe93]. For further information of these systems as well
as the definition of the corresponding calculi, the reader is referred to [GuBe93].

We are assuming a given first-order language L, and we extend L to L™ via
one or more (but finitely many) circular definitions. The ground model I is
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considered a classical model, i.e. a model in which an evaluation is based on
classical logic (not on a special kind of many-valued logic, or in general non-
classical logics, although this would not change important parts of the theory)
and classical model theory. As in Kripke’s account, the ground model will give
us an interpretation of the unproblematic sentences. The interesting part of
Gupta-Belnap systems is the extension of the ground model in order to find an
interpretation of the problematic circular definitions.

Circular definitions can be understood as definitions, where the definiendum
occurs in the definiens. Notice that this is impossible in classical definition
theories. Such a definition would be ill-formed according to the classical un-
derstanding, because in classical model theory one can deduce contradictions
from such an unrestricted definition.! The motivation for the development of
revision theories was originally motivated by the task to find a truth theory for
formal as well as natural languages. Therefore, revision theories were embedded
in a practical context, dealing with pathological sentences and paradoxes. We
will restrict our consideration for the moment to the mathematical entities
that are involved, because in this chapter we want to examine primarily the
mathematical framework and its properties rather than possible applications.

Let us begin with an example. Assume we want to define a new (circular)
predicate G. The following definition would be an example for such a circular
definition (provided an appropriate domain D is given, for example, the class
of all ordinals):

Ve e D:G(x) <= (x=0)VI(Gy)Az=19)A-TF2(G(z) A2 =0)

Intuitively, the extension of G should give us the natural numbers N, i.e.
we wish to define the natural numbers with the above circular definition. In
order to reach this goal, we need an appropriate semantical system to evaluate
the above definition. Notice that for classical model theory there is no way
to evaluate the extension of G. Comparing the above definition with the
corresponding inductive definition in Example 7.3.1(i), we see that we do not
need to construct the smallest collection of elements of the domain. The above
circular definition specifies precisely the natural numbers. Gupta and Belnap
proposed many different semantical systems that can be used to define validity
concerning circular definitions. We will mostly restrict our consideration to
the semantical system S* (and implicitly to the system S# as well) as a special
but most interesting case.

The heart of revision theories is in a certain sense the concept of a revision
sequences: under the assumption that h is a hypothesis for an extension of
a predicate P, we apply infinitely often a given revision rule p and check the

Tt is important to notice that the intended circular definitions are not implicit definitions
in classical model theory. By the theorem of Beth one can show that every implicit definition
can be represented as an explicit definition (cf. [ChKe73]). Hence, implicit definitions do not
strengthen the given theory. As we will see this is quite different using Gupta-Belnap systems.
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outcome of this operation. p itself is induced by circular definitions specifying
the successor step in the revision process. We can understand revision sequences
as approximations of hypotheses to better and better extensions. Intuitively,
if the Liar sentence is true in our initial hypothesis h, then the next revision
makes the Liar sentence false and the following revision makes it true and so
on.

We need to define the following concept: an element d of domain D is
stably = in a given sequence S, where a sequence S of hypotheses is a sequence
of functions f: D — X.

Definition 8.1.1 (i) Assume S is a sequence of hypotheses and D and X are
non-empty sets. We say d € D is stably x € X if and only if the following
condition holds:

Jda € ORD : (a < length(S) ANVB € ORD :
(a < B < length(S) — Sp(d) = z))

(ii) An infinite sequence S of hypotheses h € XP is a revision sequence for the
revision rule p: XP — XP (where X and D are non-empty sets) if and only
if conditions (a) and (b) hold:

(a) Sa+1 = p(Sa)

(b) If « is a limit ordinal, then the following condition holds:

(Vde D)(Vz € X): (disstablyx € S| a) — So(d) ==

Remark 8.1.1 (i) Notice: It is not required that S is finite. Actually, S can
be arbitrarily long (for example S can be of length ORD). Our revision rule
p: XP — XP works in the general case where X and D are arbitrary sets.
An easy example for a revision rule would be the following: take D = {\}
(the Liar sentence), X = {t, f} (truth values) and define the revision rule as
follows: if p®(\) = t, then p(p®(N\)) = f and if p®*(A\) = f, then p®(p(N)) = t.
Clearly, we have the well-known behavior of the Liar sentence.

(ii) The idea of Definition 8.1.1(ii) is that at a successor stage the application
of the given revision rule p yields a new ’approximation’ of the extension of the
new predicate. Because we can start with arbitrary choices for a hypothesis (at
stage 0), there are in general infinitely many possible revision sequences for one
revision rule. Whereas at a successor stage « there are no other choices for a
reasonable definition of the o+ 1% revision, the limit case is more problematic:
what is a good extension for the definiendum in the limit case with respect
to the unstable elements? The account in [GuBe93] allows arbitrary choices
for the unstable elements. Only the stable elements d € D remain fixed. This
treatment is usually called the Gupta-Belnap limit rule. Another possibility is
to fix an interpretation of the unstable elements at the limit stage in advance.
This limit rule is called the Herzberger rule (cf. [He82a, He82b]). Finally, one
can always choose the interpretation of the initial hypothesis that results in the
so-called constant limit rule (cf. [Gu82]). In a certain sense, Definition 8.1.1 is
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the most liberal one, because there is no a priori reason to prefer one version
or the other.? Definition 8.1.1 has an additional advantage: it is the most
general one, and therefore the most flexible one because it determines only
the stable elements and lets the unstable elements unspecified at the limit stage.

(iii) Dependent on the semantical system, sometimes it is completely sufficient
to consider revision sequences S that have finite length or that are at least
bound by an ordinal: for example, length(S) < A for a limit ordinal A.
Unfortunately, we will work in relatively strong semantical systems where it
is necessary that most times the considered revision sequences S have length
length(S) = ORD. That implies that each revision sequence S itself is no
longer a set but a proper class. That could cause problems in the case where
there was no possibility to reduce the whole considerations to a set theoretical
level. Fortunately, such a transition is possible. The standard way in order
to reduce the complexity of these objects can be achieved by applying a
Léwenheim-Skolem-style argument.3

In Definition 8.1.1, we assumed that a revision rule p : X? — XP ig
given. The intuition how this revision rule is generated can be explained as
follows: given a circular definition of a predicate P, this definition induces a
revision rule p for the successor stages of the evaluation. For example, the
Liar sentence changes its truth value after every revision and the Liar circle of
length 2 changes its truth value after every second revision. Hence, a circular
definition induces a revision rule p and this revision rule is used to specify a
revision sequence S. Later, we will see that revision sequences will be used in
order to develop a semantics for circular definitions. In order to simplify the
notation, we avoid to write Sp , when referring to revision sequence S, that is
induced by the circular definition D and revision rule p. It is clear from the
context which revision rule must be applied.

Whereas Definition 8.1.1(i) gives an account for elements of the domain
which become stable in the revision process, one could imagine the following
situation. A particular element does not fix its interpretation after a certain
infinite number of revisions, but fixes its interpretation after a certain infinite
number of revisions, plus an additional finite number of further revisions. In
other words: it is allowed that in a sequence with cofinality w, finitely many
fluctuations arise till the next limit ordinal is reached. This possibility is cap-
tured in Gupta’s concept of near stability. In the next definition, we will state
the concept of near stability. Although this concept is important for certain
semantical systems, we will not examine this concept in full detail in this work.

2At the early developments of revision theories there was a long discussion concerning
the limit rules. Obviously, it is hard to argue a priori for or against one of these rules. In
a particular example, it is possible to choose one, in order to get better results. That was
originally the argument of Herzberger in order to promote his choice of the Herzberger limit
rule. We come back to a discussion of these rules later.

3Cf. Theorem 8.2.2. This fact was proven by McGee (cf. [Mc91]).
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The reason for this is the fact that our focus is directed to the semantical
system S*. The semantical system that includes near stability is the system
S#, but this system has quite similar properties to S* (at least from a global
perspective).

Definition 8.1.2 Assume S is a sequence of hypotheses and D and X are non-
empty sets. We say d € D is nearly stable at x € X iff the following condition
holds:

Jda € ORD : (a < length(S) ANVY3 € ORD :
(a < B <length(S) — (Incw: (Vm >n: Spim(d) =2))))

In the next definition, we introduce two important concepts. The intention
is to define the property of a hypothesis to occur over and over again in a certain
revision sequence.

Definition 8.1.3 (i) Assume X and D are non-empty sets, p : XP — XP is
a revision rule (induced by a definition), and S is a revision sequence for p. A
hypothesis h € XP is called cofinal in S if and only if the following condition
holds:

(Vo € ORD)(3B € ORD) : o < 8 N Sg=h

(ii) A hypothesis h € XP is called recurring for p if and only if there is a
revision sequence S of length ORD, such that h is cofinal in S.

(iii) A hypothesis h € X is called a-reflexive for a revision-rule p if and only
if there is a revision sequence S for p, such that Sg = So = h. A hypothesis
h € XP is called reflexive for p if and only if there is an ordinal o, such that h
s a-reflexive.

Definition 8.1.3 makes it possible to analyze revision sequences. Although
the intuitive idea of a revision sequence is easy to understand, sometimes revi-
sion sequences have quite surprising properties. We will examine some of these
properties in several examples later. Some remarks concerning Definition 8.1.3
should already be added here.

Remark 8.1.2 (i) The general idea of a cofinal hypothesis is the following
one: cofinal hypotheses occur over and over again in a revision sequence
S. In other words, if a cofinal hypothesis A occurs somewhere in a revision
sequence S, then we can find h again after at most y-many further steps
in S. It is quite obvious that there must be a certain relation between
cofinal hypotheses (in a revision sequence of length ORD) and reflexive
hypotheses. In fact, we can show that these two concepts are essentially equiv-
alent (provided we restrict our attention to revision sequences of length ORD).*

4Cf. Fact 8.2.1(iv).
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(ii) Cofinal (or equivalently reflexive) hypotheses play the central and most
important role in the definition of the semantical systems S* and S#°. From
an intuitive point of view, if we want to know the semantical properties of a
revision process, we need to know the hypotheses that occur over and over
again. Precisely this is captured in the idea of a recurring hypothesis.

Later, we will see many examples of recurring hypotheses. Therefore, we
mention only two examples.

Example 8.1.3 (i) Assume D = LT is a given language L extended with
a truth predicate T. Assume further that X = {7, F}. Consider the Liar
sentence A = —(T("A\")). In every revision sequence S and every hypothesis h,
the Liar sentence A is unstable. Furthermore, there are recurring hypotheses
where A\ is true and there are recurring hypotheses where A is false. For each
reflexive hypothesis h A itself is 2-reflexive. Clearly, h itself is not necessarily
2-reflexive.

(ii) Consider the initial example of Section 8.1 once more again:

Ve e D:G(x) < (x=0)VI(Gy)Az=19)A-TF2(G(z) A2 =0)

Clearly, G = N is a recurring hypothesis because this hypothesis is stable
for every further revision. Are there other recurring hypotheses? The answer
is no. Every revision enlarges the extension of G until the fixed point N is
reached, except we start with an extension that contains already N. Then, the
revision process stabilizes after the next revision (at the fixed point N).

Now, we can state the central definitions for validity of the two semantical
systems S* and S#. (Although we will not study S# extensively, we add the
definition of this system, too.) In the following definition, a classical model 9t
is an ordinary (classical) model relative to a two-valued classical logic and the
standard Tarski semantics for a given language L.6

Definition 8.1.4 (i) Let L be a language, M be a classical model, D be a (not
necessarily circular) definition specifying a predicate P, and ¢ be a sentence of
Lt = LU{P}. Then validity of a sentence ¢ in MM on D in S* is defined as
follows:

ME* ¢ < Vh:Refp(h) > M+hE=o

(ii) Assume the premises of (i). Then: ¢ is valid on D in S* is defined as
follows:

E'¢ <— VM ME" o

°Cf. Definition 8.1.4.
SCompare [ChKeT73] for further information concerning classical model theory.
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(iii) Assume the same premises as in (i). Then: The sentence ¢ is valid in M
on D in S* is defined as follows:

ME ¢ < VhIn€w¥p>n: Refp(h) — M+ pP(h) E o

(iv) Assume the same premises as in (ii). Then, ¢ is valid on D in S¥ is
defined as follows:

g — v mE e

Remark 8.1.4 We worked loosely with definitions D and revision rules p. It is
clear from the context what we mean when we write Refp(h): h is a hypothesis
that is reflexive and furthermore is a hypothesis for p, where p is induced by
definition D. Clearly, every definition D induces a unique revision rule p. Hence,
when we write D, the revision rule p is uniquely determined.

There are other possibilities to define semantical systems for circular
definitions. Because semantical validity in S* and S# is essentially defined
via recurring revision sequences and therefore deals with revision sequences
of length ORD, it is a relatively obvious idea to define semantical systems
via revision sequences that are only of length « (where « is an ordinal).
Furthermore, one could restrict the considerations to n-reflexive hypotheses for
n € w. Roughly speaking, these changes result in the systems S,,. Because the
properties of these systems are well-known from [GuBe93, Kr93] and [An94a],
we restrict our attention to the stronger systems S* and S¥.

In the next section, we will summarize some facts concerning Gupta-Belnap
systems. We do not try to give a complete overview of the various systems. We
will only mention the standard results which are important for an understanding
of the further argumentation and possible applications. Furthermore, we will
mention the properties that are crucial for the theory itself.

8.2 Facts and Examples

Some important properties of revision sequences and semantical systems can
be found in [GuBe93]. It is clear that we cannot give a complete overview of
the theory in this section. We begin with some simple facts concerning revision
sequences, recurring hypotheses, and validity in the semantical systems S# and
S*. As above we suppress quite often the subscripts referring to a particular
revision rule p in a given revision sequence.

Fact 8.2.1 (i) Every revision sequence S of length ORD includes at least one
cofinal hypothesis h.

(ii) Let S be a revision sequence. If d € D is stably x € X, then for every
cofinal hypothesis h in S it holds: h(d) = x.

(71i) If a hypothesis h is cofinal in a revision sequence S, then p(h) is cofinal in
S, too.
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(iv) Assume we work in revision sequences that are of length ORD, then a
hypothesis h is reflexive if and only if h is cofinal.
(v) If ¢ is valid in I in S*, then ¢ is valid in M in 8. The converse is not

generally true.

Proof: (i) The argument for the claim is a simple calculation concerning the
involved cardinalities. Consider the set {h | h is not cofinal in S} of all hypothe-
ses that are not cofinal in S. Furthermore, consider the ordinal & = max{ay, | h
does not occur in S after S,,}. This ordinal o exists because we have at
most |D¥| many different hypotheses. Then it holds for all 3 > « : Sj is cofinal.

(ii) Obvious from the definitions.

(iii) Because h is cofinal in S, there exists an «, such that S, = h. Then:
Sa+1 = p(h). After § many revisions, where 3 is an appropriate ordinal, we
have: So43 = h, and therefore S,yg4+1 = p(h) again. Conclude: p(h) is cofinal
in S.

(iv) ”=" Assume h is a-reflexive in S. By definition it holds: there is a revision
sequence S, such that Sy = S, = h. Now consider a revision sequence S’ of
length ORD, such that h = Sg = Sq = Sata = Satata = --.. Obviously, h is
cofinal by definition.

7«<” Assume h is cofinal in S. Assume that for « € ORD it holds: S, = h.
Construct a new revision sequence S’, such that it holds for all 3: S’B = Sat8-
Because h is cofinal, we have: there exists v € ORD, such that it holds:
So+~ = h. Therefore it holds: S7, = h. But then: Sy = S, = h. Conclude: h is

reflexive.

(v) Assume it holds M =* ¢ (relative to a given circular definition D). By
definition, ¢ is true in all classical models 9+ h where h is an arbitrary cofinal
hypotheses for a revision sequence S. Take p = 0 in the definition of validity in
S#. Then it holds: 9 = ¢ (relative to D).

It remains to show that the converse is not necessarily true. Consider the
following example: Let G be a predicate defined as follows (where our domain
is given by the set of natural numbers N):

G(z) & [Gclosed A z # x] V [-G closed A Vy € w(y <z — G(y))]

In this context, the expression ’G is closed’ means that the following condition
holds:

Ve[Vy(y <z — G(y)) — G(z)]
The formula —Vz(G(x)) is clearly not valid in S* because for the the recurring
hypothesis h = N, the formula =Vz(G(z)) is not true. But —Vz(G(x)) is valid

in S# because even for h = N, we can take n = 1, such that for all p > n the
formula pP(h) makes —Vz(G(x)) true. g.e.d.
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The differences between the semantical system S* and the semantical
system S# are not immediately obvious. The above example in the proof
of Fact 8.2.1(v) illustrates that there is a difference between the considered
systems. As a matter of fact from a global perspective the differences between
S# and S* diminish, as we will see later: the complexity of validity in both
systems is II3.

The importance of the following theorem is based on a variety of conse-
quences for different applications of revision theories. This theorem is usually
called McGee’s Theorem. It was first proven in [Mc91]. Our presentation is
based on [GuBe93]. McGee’s theorem specifies an upper bound of the length of
a circle in the chain of hypotheses, i.e. an upper bound for a reflexive hypothe-
sis. This upper bound of a revision rule p : XP — XP is essentially restricted
by the domain D and the range of the revision rule p.

Theorem 8.2.2 Assume h is a reflexive hypothesis for a given revision rule
p: XP — XP. Then h is a-reflevive for an ordinal o such that |a| <
max(| D], | X, Ro).

Proof: We only sketch the proof of this theorem. Suppose h is G-reflexive
for a revision sequence S and an ordinal 5. We use a Lowenheim-Skolem
argument to construct a revision sequence S’, such that h is a-reflexive in S’
with |a| < max(|D|,|X]|,Rp). Assume L is a first-order language with constants
ORD, Obj, Val, Less, and R. Let 9 = (D, I) be a classical ground model
with D = X UDU{v | v < 8+ w}. The interpretation of the constants given
above are defined as follows:

=1 & dis an ordinal
=t & deD
=t & deX
,d')=1t & dand d are ordinals and furthermore d < d’

Applying the Lowenheim-Skolem theorem (downwards), there is a model 9 =
(D', I') of cardinality x, such that 9 is an elementary submodel of 9. Tt is
clear that D’ includes D, X, the set {0, 3}, and a subset I of the ordinals. T'is in
general not an initial segment of the ordinals. Hence, we define an isomorphism
f mapping I" into an initial segment of the ordinals according to the following
condition:

f) =J{r@®)+1]6eynD’}

It is easy to check that f is an isomorphism. Define the new revision sequence
S’ as follows (here we use essentially the interpretation of the constant R given
above):

(Vy<a+w)(Vde D)(Voz € X): S\ (d) =2 < I'(R)(f ' dz)=t
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Let be o = f(). Then: |a| < max(|D|,|X],Ro). It remains to show that S’
is a revision sequence. The first condition for revision sequences concerning
successor stages is obviously fulfilled by the fact that 9 is an elementary
submodel of M. Concerning the limit stage we reason as follows: if v is a limit
ordinal and d is stably z in S [ «, then d = f~1(g) is a limit ordinal, too.
Additionally, the following relation holds in 9V

Jy(ORD(y) N Less(y,xz1) A (Vz2(ORD(z) A Less(z,x1) — R(z,x2,23))))

Then, the above relation holds in 9% as well (because 9 is an elementary
submodel of M). Finally, because S is a revision sequence, we have: Ss(d) = x.

Conclude: S’ (d) = =. g.e.d.

Remark 8.2.1 Although McGee’s theorem is essentially based on a classical
Lowenheim-Skolem argument and therefore straightforward to prove, this
claim is very important for the further development of revision theories. It
shows that given an a-reflexive hypothesis h in a revision sequence S (for a
revision rule p), we can find a revision sequence S’ for revision rule p where h
is recurring after minimal many steps. That simplifies many revision theoretic
applications. Ome application is the problematic feature of revision theories
to deal with sequences of hypotheses that have length ORD. Then, a single
revision sequence S is a proper class and no longer a set. With McGee’
Theorem, it is possible to show that in fact we only need sets to code the
theory and get the same expressive power.”

To summarize important results of revision theories, we shall mention a fur-
ther semantical system, namely the inductive system S;, specifying the concept
of inductive validity. This notion is not only important for theoretical reasons,
but it is the key to prove most important theorems about the Gupta-Belnap sys-
tems S* and S#, below. Using the inductive system S;, one can show that the
systems S* and S# are not recursively axiomatizable. The following definition
makes the semantical system S; precise.

Definition 8.2.3 Assume L is a given first-order language and L+ is the
expansion of L with a finite list of inductively defined predicates { Py, Pa, ..., P, }.
We define: ¢ € L is inductively valid on inductive definitions {D1,D,...Dy}
in M (we will use the notation M =; ¢) if and only if ¢ is valid in
M + {Py, Ps,..., P,} where every P; is interpreted as the extension of the
minimal fized point of the inductive definition D;. If ¢ is inductively valid
for every model M, then we call ¢ inductively valid. We call the resulting
semantical system S;.

"Cf. Section 10.2 for further remarks concerning this point.
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In the remaining part of this section, we examine some examples of reflexive
(recurring) hypotheses and their properties. These examples should clarify the
given definitions.

Example 8.2.2 (i) Assume we are working in a language with the signature
{0,/, <} where 0 is a constant, " is a set theoretical successor function, and < is
a strict linear well-order with 0 as the smallest element. Consider the following
circular definition:

G(z) <= [z =0V IY(G(y) Ny =)

It is easy to see that the reflexive hypotheses are initial segments of the
ordinals closed under the successor operation, such that limit ordinals are
excluded. If at a certain step the extension of G is such an initial segment of
the ordinals which is not closed, the next revision step adds another ordinal
to the extension of (G. Notice that we model an inductive process with the
above definition of G. In the case of a given domain D, we have the following
situation: If D = N, then there is only one reflexive hypothesis, namely h = N.
If we work in some initial segment of the ordinals, say up to A (where A is a
limit ordinal), then every initial segment up to a limit ordinal o < X gives us a
reflexive hypothesis, provided all limit ordinals 8 with 8 < « are excluded. No-
tice that the revision becomes stable after at most o many steps where « > |D|.

(ii) Now assume we work in a given domain D =7 ={--- —2,-1,0,1,2,...}
and a signature {0,’, <}.® Again, we want to know the reflexive hypotheses of
the circular definition from (i):

G(z) <= [r=0VIY(G(y) Ny =)

Obviously, the natural numbers N and the integers Z (i.e. the whole domain)
are reflexive hypotheses because both remain stable during arbitrarily many
further revision steps. Furthermore, there exist infinitely many more reflexive
hypotheses, namely all subsets NUX where X is an infinite subset of Z—N, such
that X¢ — N is infinite. This is clear for cases like the following hypothesis h
(where we designate numbers that are in the extension of G with italic numbers):

h = (..-6,-5,-4,—-3,-2,—1,0,1,2,3,...)
The next revision results in the following extension for G:

p(h)={---5,-3,-1,0,1,2,...}

A further application of the revision rule yields again the set

plp(h)) = {-+- —4,-2,0,1,2,...}

We should mention that the following h’ is also a reflexive hypothesis, although
there is no finite number n € N, such that p"(h') = h’. That means that

8Expand the extension of the successor operation ’ to negative integers. This can be done
straightforwardly.
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the following hypothesis i’ is not n-reflexive for a natural number n € N, but
a-reflexive for an appropriate ordinal «.

W o= (...-10,—-9,—8,—7,-6,—5,—4,-3,—2,-1,0,1,2,3,...)

Although we cannot find a finite number of revisions to get hypothesis b/, we
can find a w-reflexive revision sequence S such that A’ is one of the reflexive
hypotheses. This is possible by choosing at every limit stage of the revision
process for the unstable elements (i.e. for the negative integers) the initial
hypothesis. Notice: given Z as the domain of our considerations, there exist
N1 many reflexive hypotheses.

(iii) Assume we are working in the signature {0,’, <}. We want to define the nat-
ural numbers using circular definitions in the sense that the circular definition
for a predicate H has only a unique reflexive hypothesis h that is coextensional
to the natural numbers.? Consider the following two definitions:

G(z) <= Vr: (G(x) — [z =0V IY(Gy) Ay =2)])A
Tu~(lz = 0V y(Gly) Ay = 2)] — G(z))A
[z =0V Iy(Gy) Ny = )]

H(z) <= [Vz(G(z) — [r =0V Iy(G(y) Ay = )])A
Va([z =0V 3y(Gy) Ny = 2)] — G(2)) A G(x)]V
(VY (G(z) = [z =0V Iy(G(y) Ay = z)])A
Va(lz =0V 3y(Gy) ANy = z)] — G(x))) A H(z)]

Checking the possible initial hypotheses for G, we find the following
properties. If the initial hypothesis for GG is the empty set, then the revision
process is mirroring induction steps. After precisely w-many steps we have an
isomorphic copy of the natural numbers as the extension of G. The revision
revises the extension of G to the empty set again and the whole process starts
again. Starting with a hypothesis that is not an initial segment of the ordinals,
the next revision determines the extension of G to the empty set and the
revision starts with the above scenario. The definition for GG is an interesting
example of a definition that never settles at a fixed point. The behavior of G
is in a sense similar to Liar-like sentences, except that the revisions take not
two steps to reach the original hypothesis but w-many steps. The predicate
H shows the following behavior. It remains fixed, except the extension of G
is an isomorphic copy of the natural numbers. Then, H flips to the extension
of G. The following revisions do not change the extension of H: the natural
numbers are a fixed point for the circular definition for H. It is clear that N
is the only reflexive hypothesis for H, whereas every initial segment of w is
reflexive for G. This example is a special case for a very general modeling of

9That corresponds not precisely to the notion strong definability in [GuBe93]. ITn [GuBe93],
only near stability is required. By interchanging S# and S* both notions are equivalent.
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inductive definitions via revision sequences. It turns out that revision theories
can represent every inductive definition. We will consider the special case of
Example 8.2.2(iii) in different contexts below.

(iv) Assume we are working in the language (0, <,”,+,-) and our domain is the
set of the natural numbers w. Consider the following definition of a subset of
w:

G(z) < Jy(z=2y)

This definition gives us obviously the even numbers, because x can only be in
the extension of G in the case that x is equal to two times y for a y to be a
natural number. Now, we consider a different definition:

G'(2) <= [(G'(2) A Fy (2 =2y))) = (~G'(x))]
A (=G () A By (@ =2y))) — G'(2)]

What are the reflexive hypotheses of the last example? The odd numbers
are in the extension of G’ in every revision stage because odd numbers make
the antecedents of the two conditional formulas false. If x is an even number,
and in the extension of G’, then in the next revision z is not in the extension
of G and vice versa. Therefore, we have as reflexive hypotheses the set of the
natural numbers N in the case that the even numbers are in the extension of
G’ and additionally the set {n € w | 3m € w : n = 2m + 1} in the case the
even natural numbers are not in the extension of G’. Clearly, the only stable
elements are the odd numbers, whereas the even numbers are 2-reflexive.

The first two examples are taken from [GuBe93], whereas the third example
is a special case of a general connection between inductive definitions and
circular definitions that goes back to [Kr93]. We finish our examples here,
although many interesting properties could be additionally exemplified. For a
large number of non-trivial examples the reader is referred to [GuBe93].

In Definition 8.1.4, we specified the semantical systems S* and S#. We add
some examples for validity in S*. As in the case of recurring hypotheses above,
we will see further examples later, therefore we only try to give a flavor of the
properties of these systems.

Example 8.2.3 (i) Consider Example 8.2.2(i). The sentence ¢ specified as

¢ = (Vr:xeGoIyeD:y =uz)
is true for every reflexive hypothesis. Therefore, we have: E* ¢. ¢ is valid

because there is no reflexive hypothesis that contains a limit ordinal.

(ii) Consider Example 8.2.2(ii). A sentence of the form ¢ = =Vz (G(x)) is not
valid, because for the reflexive hypothesis h = Z it holds 9 + h }~=* ¢. Notice
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that from £* ¢ it does not follow that =* —¢. The latter expression would
only be true, if Z was the unique recurring hypothesis.

(iii) Consider again Example 8.2.2(ii). If we take ¢ to be the sentence

¢ = [Vm e Z3Izx(G(x) A (In € N:z" =m))]

is not valid, i.e. [£* ¢. This holds because for a negative number m and the
reflexive hypothesis h = N, ¢ cannot be true.

(iv) All classical tautologies remain true in S*. That holds because all classical
statements are interpreted relative to the classical ground model 9t. Only
circular definitions are revised via the properties of revision sequences based
on the induced revision rule.

(v) Consider the circular definition of G’ in Example 8.2.2(iv). The sentence
¢ = (Vo :G'(x) < x=2m+1)is not valid in S*. This shows that the
definition of G’ does not strongly define the odd numbers. For example, the
following holds:

E'Vz:z=2m+1 — G'(2)

In other words, the property to be an odd number is a sufficient condition to
be in the extension of G’. On the other hand, it holds:

B* 3z G'(x) Az # 2m

Referring to its behavior one can call such a definition a weak definition of the
odd numbers.

Our further interest in this chapter is devoted to results concerning the
complexity theory of the semantical systems S* and S#. The focus of these
considerations will be to determine the complexity of the collection of theorems
of the system S*.

8.3 Some Results concerning Revision Theories

We will state a theorem due to Kremer!? which is one of the main results in the
theory of Gupta-Belnap systems. In this section, we will work in arithmetic.
Let L be the language {0, <,+,-,}, assume that PA~ is a shorthand for the
axioms of Peano arithmetic without the induction axiom, and let SLO be a
set of axioms which guarantees that < is a strict linear order with a smallest
element 0. The successor function ’ is defined as usual. Assume N denotes
standard arithmetic. Notice that we used N to denote the set of natural numbers
in the above sections. We mention a theorem by Kremer that gives us a first
approximation of the complexity of the inductive system S;. (Inductive systems

0Cf. [Kr93).
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are defined in Definition 8.2.3.) This result is used later for a calculation of
the complexity of revision theories, more precisely of the complexity of the
semantical system S*.

Lemma 8.3.1 Assume A C w is a H% subset of the natural numbers. Then:
A is recursively embeddable into {¢ | ¢ is valid on D in S;} for an appropriate
finite list D of inductive definitions.

Proof: Assume that A C w is a II} subset of the natural numbers. Then,
the following equivalences hold by logic:

r€A < VXIY : R(X,Y,x)
iff x4 A < VX3V :R(X,Y, x)
iff €A < IXVY :-R(X,Y,x)
In the above formula, R is considered an arithmetical relation. Because A is a

113 relation, the complement of A is X3. Therefore, the set AC can be specified
as follows.

(1) A={n|new ANBX Cwx pwVY Cw: (n,Y) ¢ X)}

Notice that from (1) it follows that X is a II predicate. Assume @ is a predicate
that is inductively defined and assume further that the extension of the minimal
fixed point of the inductive definition of ) gives us the interpretation of the
variable X. Assume further that H is defined as follows:

H(z) & =0V 3Iy(H(y) Ay =)

It is clear that the circular definition of H precisely defines the natural numbers.
It should be noticed that the reason for the usage of H is to find a way to
eliminate the unrestricted quantification over models in the proof below. With
these specifications of ) and H, it is clear that the following equivalence holds:

n¢gA & | PATANSLOAVz: (Hx — —Q(n))
Because @ specifies X and H defines the natural numbers, the following equiv-
alence holds:
(2) (Vnew)(VY Cw):[(ny) € X] & [N+Y | -Q(n)]

In the following, we show that inductive validity in N is coextensional to validity
in PA~™ ASLO A H. First, we consider the left to right direction.

3) VY Cw:N+Y |= ¢] = & PA~ ASLOAVz(Hz — ¢)

Assume that it holds: &; PA~ A SLO AVx(Hz — ¢). Then, there is a model
M = (D, I) and a subset Y of w, such that M+Y (=, PA-ASLOAVz(Hz — ¢).

This is equivalent to the following statement:
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M+Y+H+Q = PA-ANSLOAVzHx and
M+Y+H+Q W ¢

Because Hz holds for the whole domain D of 9t (unrestricted quantification),
D must have the same extension as the minimal fixed point of the inductive
definition of H, i.e. D must be isomorphic to the natural numbers w. Hence,
there is an isomorphism « mapping the domain of the model into the natural
numbers w. Then, it can be established:

N+aY)+a(H)+{ad)|de DNQd)} 2 N+Y +H+Q
Using « it holds:

Joa(Y):a(Y) Cw A N+ oY) i ¢

Using the relations specified in (1), (2), and (3) the following chain of implica-
tions hold:

Vnew: (ngA)
= YW Cuw:(nY)¢gX
= YW Cw:N+Y E -Q(n)
= | PAT ANSLO AVz(Hx — —Q(n))

This proves one direction of the lemma.

To complete the proof we have to show that the reverse direction of expression
(3) holds. We want to prove that the following relation holds:

(4) i PA™ AN SLOAYz(Hzx — ¢) = [VY Cw:N+Y | ¢]

As above we use a proof by contraposition. Assume towards a contradiction that
there is a subset Y C w, such that N+ Y [~ ¢. Then it holds by definition:
N+Y +Q+ H [~ ¢. On the other hand, we have: N+ Y +Q + H E
PA=ANSLOAVxHzx (because N is the standard model of arithmetic). Ordinary
logic yields the relation:

N+Y+Q+H £ PA™ A SLOAVz(Hz — ¢)

This means:

N+Y p PA™ASLOAVz(Hz — ¢)

Then we have

£, PA™ ASLO AVz(Hz — ¢)
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Now, we can apply the following reasoning, using the relations (1), (2), and (4)
similarly as above:

Ei PA™ ANSLO ANVz(Hzx — —Q(n)
(VY Cw:N+Y E -Q(n))

VW Cw:(nY)¢gX

= Vnecw:(ngA)

R

We have proven that an arbitrary I1} subset of w can be recursively embedded
into the set {¢ | ¢ is valid on D in S;}. This completes the proof of the lemma.
q.e.d.

Lemma 8.3.1 tells us a fact about the complexity of systems that are enriched
with finitely many additional inductive definitions (more precisely with two
additional inductive definitions). The idea was to use an inductive definition
(namely the definition of H) to model the natural numbers in order to avoid the
unrestricted quantification over arbitrary models, and to use another inductive
definition to model a II} predicate. Then, the whole consideration reduces to
an application of ordinary logical techniques.

Although we know by Lemma 8.3.1 something about the complexity of
inductive systems S;, we do not know anything about the complexity of the
semantical systems S* or S# that are primarily in the focus of our consideration.
We shall show that every inductively defined predicate P can also be defined in
S* and S#. Then, it is clear that the complexity of revision theoretic validities
(w.r.t. the semantical systems S* and S#) must be at least the complexity of
the inductively enriched first-order systems of Lemma 8.3.1, i.e. they must have
at least complexity H%. First, we show that every inductive definition can be
modeled by a circular definition, such that this definition has only one recurring
hypothesis. The proof goes back to unpublished ideas by Anil Gupta.

Lemma 8.3.2 Let D be an inductive definition for a predicate P, i.e. let I’
be a monotone operator, such that the minimal fixed point of I' determines a
unique extension of the inductively defined predicate P. Then it holds: there is
a circular definition D’ for a predicate H, such that x € P if and only if x is
in the extension of a unique reflexive hypothesis h for D' (relative to a revision
rule p induced by definition D').

Proof: We show that the application of a very general (circular) defini-
tion in S*, guarantees to define every inductive predicate.!’ Assume X is an
inductively defined subset of w, such that A(z,G) denotes the definiens of the
inductive definition of X. We want to find circular definitions, such that a
certain predicate H has the same extension as X. In order to do this, consider
the following definitions for the predicates G and H:

" The following pair of circular definitions is called ’Gupta translation’ in [Kr93].
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G(z) & Vz(G(x) — A(z,G)) A Jz—(A(x,G) — G(z)) AN A(z, Q)

H(z) & [Vz(G(z) — A(z,G)) AVz(A(z,G) — G(z)) A G(2)]
vV [-(Vz(G(z) — Az, G)) AVz(A(z,G) — G(z))) N H(z)]

First, we state the properties of G. If our initial hypothesis is the empty
set, then after the first revision the base case of the inductive definition is
in the extension of G. Notice that Vz(G(z) — A(z,G)) holds vacuously and
dz—(A(x,G) — G(x)) is true for the base case. After that, the revision process
extents the extension of GG step by step like an ordinary inductive definition
through the natural numbers. In particular, it holds:

IN€ORDVz: z€ X & z e p\D)

Hence, we reached a fixed point of the inductive process. The A+ 15! revision
forces the extension of G' to be the empty set, because Vz(A(z,G) — G(x))
holds. Therefore, for every x the conjunction of the definiens is false. The
whole process starts again.

In the case that the initial hypothesis is neither the empty set nor an initial
segment of the natural numbers, the first revision step forces the extension of
G to be () (because of the expression Vz(G(z) — A(z,G))). Therefore, after
at most A + 1 many steps the revision process will reach a fixed point (by
the considerations above). It is important to notice that the revision rule p is
monotone increasing after one revision. After at most A + 1 many revisions, p
is decreasing (mapping X to () and after that p is monotone increasing again.
In a certain sense, the circular definition is 'nearly’ an inductive definition.

The behavior of H can be summarized as follows. In the case that it holds
Va(G(x) < A(x,R)), the extension of H is the extension of the minimal fixed
point p)‘(@) of the inductive process. In all other cases, the extension of H
remains fixed whatever the extension before the revision was. Therefore, after
at most A + 1 many revisions, the extension of H reaches a fixed point and
remains stable for further arbitrary revisions . Conclude: there is only one
recurring hypothesis for H, namely the extension of the inductively defined
predicate P. g.e.d.

As a corollary of the above lemma, it is easy to see that every coinductive
definition can be mirrored by a revision theoretic definition. This is a con-
sequence of the fact that for every inductively defined predicate, we can also
define the negation of this predicate. Because the negation of every I} relation
is a X1 relation the claim follows immediately. The following corollary specifies
the situation in the coinductive case.

Corollary 8.3.3 Let D be a coinductive definition (X1 definition) inducing a
mazimal fixed point of a monotone operator I'. Let P be the predicate uniquely
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defined by this fived point. Then it holds: there is a revision theoretic definition
D’ defining a predicate H, such that x € P if and only if x is in the extension of
a unique reflexive hypothesis h for H (relative to a given revision rule p induced
by definition D).

Proof: Assume X is a coinductive subset of w. Then, X is a %} subset of
w. The complement of X is a II} set X¢. We know by Lemma 8.3.2 that X¢
is coextensional to a predicate H that can be defined by a revision theoretic
definition D defining a predicate H (using another revision theoretically defin-
able relation G). In other words: the unique reflexive hypothesis h of D gives
us the extension of X¢. Define a new predicate H' by:

rcH < x¢dH

Then, the following equivalences are true (by ordinary logical reasoning):

reX & ¢ X% & -H(z) = H (2)

Because H has a unique reflexive hypothesis h, H' also has a unique reflexive
hypothesis h’. Conclude: b’ is coextensional with X. q.ed.

As an immediate consequence it follows that the semantical systems S* and
S# are at least as complex as the inductive system S;. The next corollary states
that result.

Proposition 8.3.4 The complezity of S* and S# is at least I13.

Proof: This is a trivial consequence of Lemma 8.3.1 and Lemma 8.3.2. By
Lemma 8.3.2 we have: Every inductive definition can be mirrored in S* (and S,
respectively) by a unique reflexive hypothesis h. Therefore, we can define a finite
list of inductive definitions using circular definitions. The framework concerning
inductive systems is purely classical. Therefore, we can model validity of the
inductive system S; in S* as well as in S#. Because S; is at least of complexity
I1}, we can conclude that S* as well as S7 is at least of complexity I13, too.
g.e.d.

We add some remarks concerning some consequences of the above proposi-
tion. Although the determination of an upper bound of the complexity class of
validity in S* seems to be simply a result of mathematical interest, there are a
lot of consequences for applications as well.

Remark 8.3.1 (i) From Proposition 8.3.4, it follows immediately that the
semantical systems S* and S7 (as well as the semantical system S;) are not
recursively axiomatizable. This results from the fact that all these systems are
more complex than standard arithmetic (which is itself not recursively axiom-
atizable). As a further consequence it follows that there is no proof-theoretical
calculus for these systems.
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(ii) At this point, it is important to notice that circular definitions, although
they are first-order in nature (i.e. the quantification over variables is conse-
quently restricted to individual variables, hence no quantification over relations
or functions is allowed in the definiens of a circular definition) can define
second-order concepts, provided they are evaluated in the systems S* or S#.
That means intuitively: because of the revision process through all ordinals,
the expressive power of these systems increases significantly. Although we
will not go into details concerning this topic, an interesting question is
which complexity a system of circular definitions would have if we allowed
second-order quantifications in the definiens.

(iii) Proposition 8.3.4 gives us a lower bound of the complexity of S* and S#.
We shall prove below that this lower bound is in fact optimal, i.e. that the
complexity of the systems S* and S# is I1}-hard. The first (correct) proof of
this fact was formulated in [An98].

(iv) Lemma 8.3.2 and Corollary 8.3.3 imply that inductive and coinductive
definitions can be strongly defined in S* and S#. In this context, we call a
set X strongly definable if and only if the unique reflexive hypothesis A of
a circular definition D gives us precisely the extension of X. Notice: This
usage of the concept of ’strong definability’ differs slightly from the usage in
Gupta-Belnap’s monograph [GuBe93].

To prove the reverse claim of Proposition 8.3.4 - namely that validity in S*
is precisely a IT} relation - we are faced with a problem. Validity in S* is de-
fined using recurring (or reflexive) hypotheses and arbitrary models. To decide
whether a hypothesis A is reflexive or not, we need to consider sequences of
hypotheses that can have uncountable length. In particular, if ranging through
all ordinals we are no longer on a set theoretical basis, because each revision
sequence is no longer a set. Additionally, the models we have to examine are
not necessarily countable, but can have arbitrary cardinality. Therefore, there
is no hope to find a characterization of validity of S* in the analytic hierarchy by
simply formalizing Definition 8.1.4(i)/(ii). Hence, the idea of a characterization
is to apply a Lowenheim-Skolem-style argument to find a countable representa-
tion of validity in S*’ (as well as in S#). The next lemma claims that validity
in S* is essentially reducible to the countable case, where the recurring hy-
potheses are nested in countable revision sequences and the quantification over
models can be restricted to countable models. This result was first formulated
in [An94a] with a crucial fault in the proof. The proof of this theorem below
was first sketched in the unpublished paper [An98].

Lemma 8.3.5 A sentence ¢ is valid in S* if and only if for every hypothesis
h which is recurring in a countable revision sequence S and for all countable

classical models M it holds: M+ h = ¢.

Proof: ”=" Assume ¢ is not valid in 9T + h where 91 is countable and h
is a recurring hypothesis in a countable revision sequence S. We have to show
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that ¢ is not true in S*. Assume that the premise is true, then the revision
sequence S has a certain length, say length « (for a a countable ordinal «).
Because every ordinal can be written in the form A = (3-7)+0, we consider the
sequence T{q.4)4s for § < a. Then we can associate the following hypotheses
of the two revision sequences:

S S ... S, Sot1 ... Sa Sui1

Too+o Tao+r - Twaote T@o)yrwrr -+ Tanto Tan+r ---

In the revision sequence T{4.);s, the ordinal v is intended to range through
the class of all ordinals. In particular, the resulting revision sequence 7' has
length ORD. The idea is that in the newly defined revision sequence 7', the
original sequence S is copied over and over again. Obviously, h is reflexive in
T(a)+s5 because h is reflexive in S. Hence, ¢ is not valid in S* because ¢ is
not true in 9 + h. This is what we wanted to prove.

7<= Assume ¢ is false in 9 4+ h where h is a reflexive hypothesis in a
revision sequence based on a given ground model 9. This means that ¢ is false
in S*. We have to show that there is a countable model 9’ and a countable
revision sequence S’ such that:

(a) h is a recurring hypothesis in S’
(b) ¢ is false in M’ + h.

Now, assume the above premise. According to Theorem 8.2.2 (McGee’s theo-
rem) it holds: if h is a-reflexive, then h is also (-reflexive for an ordinal 3 that
is bound by the cardinality of the model 91 or in the case that 9 is finite by
Ng. Hence, we can assume that S is bound by the cardinality of 9t (which is
the only interesting case), say by the ordinal a.

Consider an infinite sequence of models (9 + Sg) for f < «. Because the
sequence (M + Sg)s<q is bound by the ordinal o and 9t is a model (therefore
a set), the sequence (M + Sg)g<q is a set in a standard model M of ZFC,
too. Now, we can apply the standard Lowenheim-Skolem theorem to get a
countable elementary submodel M’ of M. Because both models of set theory are
elementary equivalent (i.e. both make the same sentences true), the following
relation holds:

IMZao3f = [f 1 a0 — p(IM])]
A VMM =M+ f(B+1)) — M=0M +f(8))]
A VA < ag : Ais a limit ordinal
then f(A) coheres with f(3) for all 5 < @]
AN[EB:B<ao A B>0 A f(B)=f(0)
A M+ £(0) = =]
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It remains to show that S’ is in fact a revision sequence. Because the elemen-
tary submodel construction preserves the coherence condition, this is obviously
satisfied. g.e.d.

Now, we are in the position to show that validity in S* has exactly com-
plexity II3. The idea is quite straightforward: we need to find a formula for
the statement ’¢ is valid in S*’ and we must show that ¢ is a I13 formula. This
is possible because of Lemma 8.3.5: we can restrict our attention to countable
models 9t and countable revision sequences S. Uncountable models or revi-
sion sequences can be mirrored by a countable elementary submodel (countable
subsequence) making precisely the same formulas true.

Theorem 8.3.6 Validity in S* has precisely complexity TI3.

Proof: Validity in S* is defined as follows: a sentence ¢ is valid in S* if
and only if for all classical models 9t and all recurring hypotheses h, ¢ is true
in M + h. In order to model this definition, we introduce new predicates: the
two-place predicate Ref(h,S) denotes the relation ’h is a reflexive hypothesis
in the revision sequence S’. Furthermore, let Rev(S, 9, D) be the relation 'S
is a revision sequence relative to a model 9 and the (circular) definition D’.
Now we can formalize validity (relative to a given circular definition D) in the
system S* as follows:

(1) VIMVAVS(Rev(S,9M, D) A Ref(h,S) — M+ h = ¢)

A problem arises because of the unrestricted quantification over arbitrary mod-
els. If 9 is uncountable, then the validity relation in our formalization (1) can-
not be of any complexity class of the projective (analytical) hierarchy. Precisely
at this point we can apply Lemma 8.3.5: it is possible to find an elementary
submodel M’ of M which is countable. Because of this fact, we can reconsider
the definition of validity in S* and reformulate it as follows:

(2) VMVAVSYa : (W (a) A Rev(S, M, D,a) A Ref(h,S,a) — M+ h o)

First, we need to clarify the usage of the predicate W. The expression W («)
denotes the relation '« is a well-ordering’. It is obvious that the property to be
a well-order is at most a IT} relation. We need this relation W because we want
to speak on the one hand about the length of countable revision sequences,
and on the other hand about the existence of an ordinal 8 < «, such that
h is (-reflexive. Now, we have to determine the complexity of the relation
‘o is a countable ordinal’. By definition the relation '« is a countable ordinal’
corresponds to the possible well-orderings of the natural numbers. With a result
in descriptive set theory (using the fact that the relation '« is a well-order’ is
I1}), we know that that the relation '« is a countable ordinal’ is also I1}.12

12Cf. [Mo80], 4A.2, p.192/193.
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Furthermore, we are able to express Rev(S, 9, D, «) arithmetically in some
second-order parameters because of the following defining formula:

(3)  Reo(SMD,a) & [h(r=F+1 — 5 =d(Ss)
AVX(m3B:B+1=))
— S coheres with S [ \)]

Notice that the operation induced by ¢ and the coherence condition are arith-
metical relations. Finally, the relation ’h is a reflexive hypothesis in a revision
sequence S’ can be expressed as follows:

Ref(h,S,0) < 3B(B<a A h=Sy=Ss)

Obviously, the above relation is arithmetical in the second-order parameters h
and S.

The most complex relation in (2) is the validity relation relative to the
ground model M and the recurring hypothesis h. To show that validity (satis-
faction) in 'nice’ countable structures (we mean essentially acceptable structures
in the sense of [Mo74] in this context) is of complexity Al is a tedious and so-
phisticated work. The idea is that the 'nice’ countable structure 9t has an
elementary coding scheme which allows us to represent validity as the minimal
fixed point of a positive formula. Using sequences, we code whether a formula
is a negation of a formula, an atomic formula, or an existentially quantified
formula etc. and show that this can be represented as a positive inductive def-
inition. Then, this can be used to show that validity is an inductive relation
(and therefore is a IIi relation). The converse, namely that validity is also
a X1 relation, follows easily by a trivial manipulation of the validity relation.
Together we get that validity in our 'nice structures’ is a Al relation. Now, we
see that the definition of validity can be modeled using at most I} relations
and we can reduce everything to the countable case by the Lowenheim-Skolem
theorem. IIj relations can be (strongly) defined in revision theories, therefore
we have a I1 formula that defines validity in S*. Together with Corollary 8.3.4
we can conclude the claim of the theorem. g.e.d.

Remark 8.3.2 (i) Theorem 8.3.6 shows that the expressive power of S* is
quite strong. S* is a proper extension of inductive and coinductive definitions,
including additionally A} and I1} predicates.

(i) What can be said about the complexity of S#? It turns out that the
complexity of the semantical system S# is also I13. This is easy to see, because
the whole argumentation of Theorem 8.3.6 can be also used for the S# case.
The only difference between the two systems is a first-order quantification over
individual variables, specifying the finitely many further revisions after the
a-th revision for a« € ORD. That quantification does not create any problems.
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In the last subsection, we shall consider additional aspects of the complexity
theory of revision theories. Whereas in this section, the complexity of validities
was our primary concern, we examine in the following section which relations
are definable in Gupta-Belnap systems.!> This is the usual way to address
questions of complexity, as for example in the case of inductive definitions.
Therefore, in the following we will ask which sets of w can be defined in the
semantical system S* in the sense that there is a unique recurring hypothesis
of a certain complexity in every possible revision sequence (relative to given
definition).

8.4 Definability in Gupta-Belnap Systems

Whereas in the above Section 8.3 we examined the complexity of validities in
S* (and implicitly in 8%), in this section we shall discuss the properties of the
semantical systems S* and S# concerning the complexity of definable subsets.
Notice that from the fact that validity in S* is a I3 relation, we cannot deduce
the complexity of an arbitrary circularly defined relation. Or in other words:
from the knowledge of the complexity of validities one cannot deduce the
complexity of the definable subsets of the domain w. Obviously, a natural
question of generalized definition theory is: Which relations (i.e. subsets of a
given domain) can be defined using Gupta-Belnap systems? This section is
devoted to this question.

First of all, we will define the notion ’X is definable in S*’ precisely.

Definition 8.4.1 A subset X C w is revision theoretically definable if and only
if there is a (first-order) circular definition D defining a predicate P, such that
D has a unique refleive hypothesis h in every revision sequence S and the
extension of P is equal to the extension of X.

Remark 8.4.1 (i) It seems to be the case that there is no alternative to the
uniqueness requirement of the reflexive hypothesis in Definition 8.4.1. In order
to give an argument for the choice of this definition, assume G is a predicate
(or a set) defined by the following circular definition:

G(x) & Alx,G)

Assume further that there are two reflexive hypotheses hy and ho with the
property hy # ha. Then it holds for all x: G(z) < hi(z) and G(z) < ha(z).
This cannot be a desired consequence because a set that is definable should be
definable in a unique way. This is not guaranteed if we allow that more than

131n order to simplify matters, we will restrict our attention to subsets of w.

Qur considerations will be quite general. As a consequence we will not distinguish be-
tween the definability of 8* and S*. The important instance will be the concept of recurring
hypotheses and this concept is independent of semantical systems. Also, we only care about
the definable subsets of w. This is in a certain sense a restriction and simplification, but not
a dramatic one: to determine the complexity of subsets of w is the most interesting case.
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one unique reflexive hypothesis can determine the extension of G.

(ii) Assume again the premises of (i). One could think that a good definition
for definable subsets of w in S* would be the following;:

X C w is revision theoretically definable if and only if

dD: X = U{x | z is stable in some recurring hypothesis h for D}

That would be a generalization of Definition 8.4.1. In a certain sense, this
definition would specify precisely all elements of the domain that are stable
in some recurring hypotheses. Notice first that Definition 8.4.1 as well as the
above alternative definition do not contain crucial properties of S* except the
concept of reflexive hypotheses.

What can be said concerning the differences between Definition 8.4.1 and
the alternative definition above? Intuitively, the alternative definition is
more general in comparison with Definition 8.4.1. For example, consider
Truth-teller-like constructions. Using the alternative definition it is easy
to define a predicate that contains stably true sentences and additionally
biconsistent sentences. Although the alternative definition is interesting we
will not consider it in detail here.

(iii) What can be said about further alternative definitions? The following
definition can count as a further conceivable possibility.

X C w is revision theoretically definable if and only if

dD3h : X = h where h is a recurring hypothesis for D

This alternative is more general than the definition in (ii). For example,
it is possible to define predicates that contain not only stably true and
biconsistent sentences but also paradoxical sentences as well. Even though
this concept of definability is interesting we will not examine its properties here.

(iv) Let us consider a further version of an alternative definition.

X C w is revision theoretically definable if and only if

dD: X = ﬂ{x | z is stable in some recurring hypothesis h for D}

Here, only those collections of elements can count as definable subsets where
every element is in every recurring hypothesis. That means that precisely the
elements that are stable in every recurring hypothesis are in the extension of
D. An easy calculation shows that it is possible to find a definition D’, such
that the unique recurring hypothesis of D’ determines the intersection of all
recurring hypotheses h of D. Therefore, nothing can be gained by such an
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alternative of Definition 8.4.1.

(v) In recent work by Philip Welch!® and Benedikt Lowe, !0 a different definition
of revision theoretic definability is proposed. The authors say that a set X C w
is S*-definable if and only if

neX < NE"nezx

where n € & means that n is stably true in some revision sequence S. From an
intuitive point of view this means to specify the subsets X of w, such that the
expression n € X is valid in S*. Intuitively, the II} sets should be the result,
because the set of all validities is a I} subset of w. In [Welooc], precisely this
is proven.

In this section, we work in given structures where an effective coding scheme
is available. In the sense of [Mo74], we can work in acceptable structures (cf.
[Mo74], Chapter 5). Roughly speaking, one can consider standard arithmetic
as the underlying structure of the whole consideration.

Now, we show that every inductive definition is revision theoretically defin-
able. This is not a surprising fact when we reconsider the work in the above
section, in particular when when we recall that we have already proven that
fact in Lemma 8.3.2 (even though not explicitly).

Lemma 8.4.2 FEvery I1j set X is revision theoretically definable.

Proof: Assume X is a subset of w. Recall the proof of Lemma 8.3.2. In the
proof of this theorem, we constructed two circular definitions for the predicates
G and H, such that the unique reflexive hypothesis for H was the interpreta-
tion of the minimal fixed point of an arbitrarily chosen (but fixed) inductive
definition. Because of the fact that every inductive definition is precisely a I}
definition (compare Theorem 7.3.7), there is a circular definition that has a
unique reflexive hypothesis h which is equal to the extension of X. Because
this is the literal definition of revision theoretical definability, the claim of the
theorem follows immediately. g.e.d.

It is clear that the concept ”a set X is revision theoretically definable” is
closed under negation. Therefore, we have the following result claiming that
every coinductive relation is also definable.

Corollary 8.4.3 Every X1 set is revision theoretically definable.

Proof: This is a trivial consequence of Lemma 8.4.2 because inductive sets
that are revision theoretically defined are closed under negation (as can be seen

15CE. [Welooc]
16 Cf. [LoWeoo)
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using Corollary 8.3.3). g.e.d.

We have shown that every inductive and every coinductive definition can be
revision theoretically defined. We use the results of the above section in order
to show that every II3 set is revision theoretically definable. In particular, we
will use the property that every II} set can be recursively embedded into the
set {¢ | ¢ is valid on D in S;} (i.e. we apply the same idea as in Lemma 8.3.1).
We shall show that for every finite list of positive elementary definitions in S;,
we can define the set of Godel numbers of the valid formulas in S; on D.

Before we can do that, we need a further Lemma that shows that the rela-
tion "the countable structures a and b are isomorphic” is revision theoretically
definable.

Lemma 8.4.4 Let A and B be two countable structures. Then the relation

R(A,B) if and only if A= B
18 revision theoretically definable.

Proof: Assume A and B are two countable structures. Assume further that
both structures are isomorphic. Then, in every infinite Ehrenfeucht-Fraissé
game, player II has a winning strategy and in every infinite game in which
player II has a winning strategy, the two structures are isomorphic (compare
Theorem 7.3.9). The relation to have a winning strategy for player II for all
infinite games (w.r.t. the given structures A and B) can be expressed as follows
(where D(.A,J;B,é') denotes an infinite game between player I and player I1
played in A and B):

VG (A Z,B,j): (Vn €w: (r122...00 = Y1Y2...Yn) —
(V2" Jy* (z122... 702" = Y192 Yny™))A
(Vy" 3z (2122... 007" = y192.-Yny"))])

The representation is essentially a ITi (inductive) formula with a second order
quantification over infinite games Gn(A,J;B,é). According to Lemma 8.3.2,
there are circular definitions for predicates G and H, such that (x,y) € R iff
(x,y) is in the extension of a unique reflexive hypothesis h for H where H
determines the relation defined by the above formula. Conclude: R(A,B) iff
A = B is revision theoretically definable. g.ed.

Remark 8.4.2 Notice that the direct logical representation of equivalence be-
tween two structures is not appropriate here. The following formula describes
the property of two structures to be equivalent.
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R(A,B) <= 3df:A— B A f bijective A
VR : R(ay,as,...,a,) < R(f(a1), f(a2)),..., f(an))

Notice that it is not immediately clear that the relation defined by this formula
can be defined using revision theoretic techniques.

The following theorem proves that every II3 relation is revision theoretically
definable. In the proof, we use quite similar techniques and ideas as in the proof
of Theorem 8.3.6 where we showed that validity in S* has complexity TI3.

Lemma 8.4.5 Every I13 subset of w is revision theoretically definable.

Proof: Assume A is an arbitrarily chosen IT3 subset of w. We know by
Lemma 8.3.1 that it holds (with the appropriate specifications of @ and H):

Vnew: (n¢gA) <= |; PA~ N SLO A Yx(Hz) — —Q(n)

In the above expression, H and () are defined as in Lemma 8.3.1, i.e. we
are working in an extended language Lt of arithmetic: L™ = {0/,+,-,<} U
{Q,Y, H}. We need a way to define the following set Z revision theoretically:

Z ={new|k= PA" N SLO A Yz(Hz) — —=Q(n)}

First, notice that the following statements are equivalent:

= PA~ A SLO A Vz(Hz) — —Q(n)

= VM:M+H+Q+Y | PA™ A SLO A Vz(Hz) — -Q(n))
= VIM:MEN - M+ H+Q+Y = -Q(n)

= VI:MEN - M+Y = -Q(n)

The last formula is essentially a H% formula, but we have an unrestricted quan-
tification over (possibly uncountable) models. We have to use a similar tech-
nique as in Lemma 8.3.5 to guarantee that it is possible to work in countable
structures. In other words: we need an application of the Lowenheim-Skolem
Theorem to ensure that we can work with a restricted quantifier, quantifying
only over countable models. Because there is no additional complication for
applying the Lowenheim-Skolem Theorem (like in Lemma 8.3.5), we omit a
proof. Then, we get the countable version of the last equivalence of the above
reasoning:

VD:ncoumf : (Sﬁcount =N — 9:ncount +Y ):Z _'Q(TL))

By using Lemma 8.4.4, we know that the property of two structures to be
isomorphic is definable revision theoretically. We now consider the satisfaction
relation. It is well known that the satisfaction relation in arithmetic (more
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generally in acceptable structures that include arithmetic) is a Al relation.!”

Because we work essentially in a model that is isomorphic to N, the satisfaction
relation is still a Al relation. This is also true, when we expand our model by
inductive relations H and () provided the extensions of H and @) are specified.
The proof for that claim is similar to the standard proof that satisfaction in
acceptable structures is Al. We can conclude that the formula

VM eount - (gﬁcount 2N — Meount +Y ):Z _‘Q(n))

is a II} expression (therefore defining an inductive relation) with revision theo-
retically definable parameters =, 2, N, and Q). Because inductive relations can
be defined revision theoretically (compare Lemma 8.4.2), we have the following
fact:

Z={new |k PA~ AN SLO A Vz(Hz) — —Q(n)}

is revision theoretically definable. Therefore, the set A C w is revision theoret-
ically definable by taking the complement. Because A was arbitrarily chosen,
this suffices for the proof of the theorem. g.e.d.

Remark 8.4.3 (i) We were not fully explicit in Theorem 8.4.5. We did not
show that satisfaction in acceptable structures is a Al relation. To do that we
need to specify a particular coding scheme for formulas in our language and
we need to mirror the proof in [Mo74], Chapter 5 for our purposes. Hence, we
need to show that adding finitely many (in fact only two) inductive definitions
to our system does not change the complexity of satisfaction. But this is quite

easy to prove, because the extensions of the additional inductive relations are
fixed.

(ii) Theorem 8.4.5 does not provide us with an upper bound of the complex-
ity of definable relations (sets) in Gupta-Belnap systems. That holds, because
the notion "revision theoretically definable” is closed under negation (unlike
the complexity class II3 itself that is clearly not closed under taking the com-
plement). The next Lemma 8.4.6 tells us that even X} relations are revision
theoretically definable.

Lemma 8.4.6 Every ¥} subset A of w is revision theoretically definable.

Proof: The proof is similar to Corollary 8.3.3 and uses the closure property
of negation of revision theoretically defined sets: Assume A is a X3 subset of w.
Construct the 1} set A® (complement of A). By using the same technique as
in Theorem 8.4.5, we can show that A can be defined by a revision theoretic
definition D’. In other words: the unique reflexive hypothesis h’ of D’ gives
us the extension of A¢. More precisely, define a predicate H' by the unique

1"Compare [Mo74], Chapter 5 for further information concerning the properties of accept-
able structures.
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reflexive hypothesis /' and calculate the extension of A by the predicate H
according to the following formula:

H(z) & —H'(x)
Then it holds:

red o ¢ A & -H'(z) & H(x)

Because H' has a unique reflexive hypothesis h’/, H has also a unique reflexive
hypothesis h. Conclude: h defines A. q.e.d.

The next Lemma specifies an upper bound for the complexity of the concept
of revision theoretic definability.

Lemma 8.4.7 Revision theoretic definability is at most of complexity AL.

Proof: The formal representation of Definition 8.4.1 can be specified as
follows.

X C w is revision theoretic definable if and only if
ADVSYM count3'h : [(D circular definition)
A (Rev(S,Meount, D, ) — Ref(h,S,a))
ANWVz:zeX — x€h)

The above formula is a X} formula with several parameters in it. Notice that
the property to be a circular definition is elementary. It is clear that the same
techniques we used in Section 8.3 Theorem 8.3.6 can be applied in the above
considerations in order to make sure that we do not need an unrestricted
quantification over arbitrary models. Although we are not completely explicit
in the above formula (for example, we do not examine the properties of the
quantifier 3! and we do not mention that D can contain more than one circular
definition) it is obvious that the above Z% formula is precisely the definition of
the property to be revision theoretical definable.

On the other hand, it is also possible to determine revision theoretic definability
as follows.

X C w is revision theoretic definable if and only if
VM count IDVSYAVA' : [(D circular definition)
A (Rev(S, Meount, D, ) N Ref(h,S,a))]
A (Rev(S, Meount, D, ) A Ref(h,S,a) — h=h)
— (reX < xeh)

Easy logical considerations show that the above formula precisely defines the
property to be revision theoretic definable. This fact together with the above
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representation implies that revision theoretic definability is at most of complex-
ity Al g.e.d.

Remark 8.4.4 (i) We simplified the presentation because the techniques are
quite similar to the techniques used in Section 8.3.

(ii) Lemma 8.4.7 gives us an upper bound for the complexity of revision theo-
retic definability. On the other hand, the Lemmas 8.4.5 and 8.4.6 determine a
lower bound of the complexity of revision theoretic definability. The following
Conjecture 8.4.8 tries to make clear the intuitions of a general result concerning
that problem.

Conjecture 8.4.8 The property of being revision theoretic definable is precisely
of complezity A}.

Remark 8.4.5 The conjecture that revision theoretic definability is precisely
a Al statement seems at least the intuitively plausible candidate. If there
is a possibility to categorize the complexity of revision theoretic definability
into the projective hierarchy at all, then it would be rather implausible if
the complexity was XIUILL. A natural result would be that the complexity is Al.

We finish this chapter with these remarks. In the next chapter, we will
examine possible applications of revision theories in different fields ranging from
a theory of truth to considerations to define a non-well-founded set theoretic
universe.

8.5 History

Revision theories as discussed in this chapter originated with four papers in
the year 1982, namely [Gu82, Be82, He82a, He82b]. The most important dif-
ference between the systems discussed in these papers was the question of how
an intuitively correct limit rule for the revision process can be established.
The motivation for developing an alternative theory for circularity was the Liar
paradox and pathological sentences in natural language in general and the inap-
propriate treatment of Tarski’s and Kripke’s account for some of the empirical
data. Later, other applications were found by examined by Aldo Antonelli
(compare [An94b, An94c]) and by André Chapuis (work in progress). With the
monograph [GuBe93|, Gupta and Belnap provided a book including most of the
important results of revision theories. In this work, the question which com-
plexities the semantical systems S* and S# do have was raised for the first time
(as far as the author knows). A further question was whether these systems
are recursively axiomatizable or not. The result of the non-axiomatizability of
these systems and the fact that validity of these systems is at least II3 are due to
[Kr93]. Aldo Antonelli proved in [An94a] and [An98] the result that this upper
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bound is optimal. A further reference for results (and the important McGee
Theorem) was formulated in [Mc91]. The questions concerning the definable
subsets of w was raised by the author. In [Welooc] and [L6Weoc], some answers
to a particular concept of revision theoretic definability were proven. The facts
concerning the definability of subsets of w as defined in Definition 8.4.1 are new
here.



Chapter 9

Applications of Gupta-Belnap
Systems

In this chapter, we will examine how revision theories can be used in order
to model different circular phenomena. Originally, Gupta-Belnap systems were
developed to give an appropriate approach for a theory of truth. The motivation
arose from some unsatisfactory and counterintuitive results and consequences
of Kripke’s fixed point approach.! Because of these origins of revision theories,
most work that was done in the field of applying revision theories to circular
phenomena deals with the attempt to develop an intuitively correct theory of
truth. Although it is relatively clear that revision theories can also be used in
other areas that involve circularity, it is a relatively new development in the
history of this framework to try to model other phenomena as well.?

We saw in Part II that Kripke’s basic idea was to change the underlying
logic and to assign non-classical truth values to pathological sentences.
Although this account gives a lot of appropriate results for a theory of truth
it does not tell us anything about the intrinsic behavior of circularity. In
a certain sense, circularity is still banned: We simply block paradoxes by
assigning non-classical truth values to these sentences. Gupta’s idea (as well
as Herzberger’s and Belnap’s idea) is to affirm circularity as a respectable
phenomenon that is included in different forms of reasoning and conceptualiza-
tions. Revision theories evolve circularity in a sequence of hypotheses (based
on a given revision rule), in order to observe the behavior of this sequence
and evaluate the whole sequence of hypotheses in an appropriate semantical
system. All this is done in a classical logic. What is needed is an enlarged
version of a semantical system that does not yield inconsistencies if one defines
a circular predicate. The differences between pathological sentences and false
sentences is not captured on a logical level, but on the level of the behavior
of extensions of the predicate in the revision process. Keeping this in mind,
it is clear that revision theories differ quite significantly from accounts using

!Compare Chapter 6 for further information.

2Currently André Chapuis is working on applications of Gupta-Belnap systems to model
belief nets and their revision theoretic properties (personal communication with Anil Gupta).
To use revision theories to develop a theory of knowledge representation is (as far as the author
knows) not developed yet.
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monotone logics and a fixed point construction.

We will consider certain properties of possible applications of revision the-
ories to a theory of truth, to set theory, and to mathematics in general in this
chapter. We do not claim to be complete or to be completely explicit in our de-
velopment. The aim is to present an overview and to stimulate other researchers
to do further work.

9.1 The Modeling of Pathological Sentences

In this section, we assume that our domain D is given by the two classical truth
values T" and F'. Provided a language L is given, a revision rule p is a mapping
induced by a (circular) definition and specified as follows:

p: DSentL+ DSentL+

We will consider sentences of natural language and model and evaluate them
with revision theoretic means. As is generally accepted by authors working in
Gupta-Belnap systems (and in fact as a general basis of the whole account)
the revision rules p are crucially based on Tarski’s biconditionals: One of the
motivations for revision theories was the attempt to find a theory based on
classical logic that preserves Tarski’s biconditionals.?

First, we need to introduce the evaluation scheme for pathological sentences
more precisely. The semantical evaluation of revision sequences in this section
is simply a special form of the evaluation of ordinary revision sequences as
developed in Chapter 8.

Definition 9.1.1 Let LT = LU {T} be a given language extended by a truth
predicate T. Let 9 be a classical ground model. The set {T, F}%"t+ s
defined as follows:

U{f Ao o(z1,29,...,2,) € Formp+} x D" — {T, F}}

We say that relative to M the expression (¢,d)(h) = T if and only if ¢(d) is
true in M + h.

-

Remark 9.1.1 An equivalent formulation of the phrase ¢(d) is true in 9 + h
(and perhaps for many readers a more intuitive one) can be stated as follows:

o(d) is true in M+ h < [p(d)]"Hh =T

We will use the latter formulation as an abbreviation of the formulation given
in Definition 9.1.1, because it is more common and easier to understand.?

3 As a matter of fact, revision theories were developed by the idea that a theory of truth need
not only preserve Tarski’s biconditionals, but must also be governed by these biconditionals.
“Definition 9.1.1 goes back to [GuBe93].
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The evaluation of the sentences in the revision sequence is based on a clas-
sical two-valued logic. This is an important difference to the fixed point ap-
proaches we examined in Part II of this work. An evaluation sequence (S4) of a
sentence ¢ € Senty+ relative to a given revision rule p and a revision sequence
S of hypotheses is defined as follows:

(Ss) = (@™ ™) 5 temgin(s)

The introduction of an evaluation sequence (Sy) of a single sentence ¢ makes it
easier to study the behavior of a single pathological sentence. It is not a crucial
concept of the theory, but merely a possibility to refer to single sentences
instead of a whole collection of sentences.

We can define validity in S* as a special case of the general Definition
8.1.4(i).

Definition 9.1.2 We say that a sentence ¢ is valid in M if and only if the
following condition holds:

ME" ¢ <= Vh:Refp(h) — [[p(d))]"" =T

It is easy to see that Definition 9.1.2 is precisely the claim in Definition
8.1.4(i) specified appropriately in order to make it easier to apply it to natural
language phenomena.

In Kripke’s account, it is possible to distinguish two forms of pathologi-
cal sentences: paradoxical sentences (for example the Liar sentence or a Liar
circle) are sentences that are ungrounded and unstable relative to all possible
hypotheses h. Biconsistent sentences (an example is the Truth-teller sentence)
are sentences that are ungrounded but are stably true or stably false depen-
dent on the initial hypothesis. Although these distinctions can clarify matters
and show the different behavior of sentences, Gupta-Belnap systems are able
to make finer distinctions.® The idea of these further distinctions is to distin-
guish sentences dependent on their behavior in different evaluation sequences.
If a sentence ¢ is unstable in every possible evaluation sequence, then ¢ shows
a different behavior in comparison to a sentence v that is unstable in certain
evaluation sequences but stable in others.® The following definition introduces
these further distinctions between sentences.

Definition 9.1.3 Assume a language L™ = L U {T} and a classical ground
model M are given.

-

(i) A sentence ¢(d) is called uniformly true, if for all recurring hypotheses h
in an arbitrary evaluation sequence (Sg) it holds: [[¢(d)|]™ " =T.

-

(ii) A sentence ¢(d) is called uniformly false, if for all recurring hypotheses h

5The following distinctions were first introduced by Yaqib in his book [Ya93].
SA sentence ¢ is valid in the semantical system S*, if ¢ is evaluated stably true in all
possible evaluation sequences.
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in an arbitrary evaluation sequence (Sg) it holds: [[p(d)]|™Hh = F.

(iii) A sentence ¢(d) is called unstable, if for all recurring hypotheses h in an
arbitrary evaluation sequence (Sg) it holds: ¢(d) is unstable in (Sy).

-

(iv) A sentence ¢(d) is called TF-capricious, if for all recurring hypotheses h
in an arbitrary evaluation sequence (Sg) it holds: either (D] = T or
@)™ =F.

(v) A sentence ¢(d) is called T'N-capricious, if for all recurring hypotheses h
in an arbitrary evaluation sequence (Sg) it holds: either (D] = T or
o(d) is unstable in (Se)-

(vi) A sentence (b(d_a s called F'N -capricious, if for all recurring hypotheses h
in an arbitrary evaluation sequence (Sg) it holds: either [[p(d)]™Hh = F or

¢(d) is unstable in (Se)-
(vii) A sentence qﬁ(cij is called TF N -capricious, if for all recurring hypotheses
h in an arbitrary evaluation sequence (Sg) it holds: either [[¢(d)]|™ " =T, or

- -

[[@(d)]]"Hh = F, or ¢(d) is unstable in (Sy).

Remark 9.1.2 (i) The above definition captures the idea that pathological
sentences can be categorized in a variety of different classes, dependent on their
behavior. In fixed point approaches, there is the possibility to get something
quite similar, if one allows to consider not only single fixed points but sets
(collections) of fixed points as well. For example, the Truth-teller sentence
has the truth value N in the minimal fixed point, in another fixed point the
truth value T', in another one the truth value F. Therefore, even in fixed point
theories one can express some of the presented classifications in Definition 9.1.3.

(i) Definitions 9.1.3(i) and (ii) correspond to the grounded sentences in fixed
point approaches. These cases are not very interesting, because these sentences
are already captured by the ground model plus Tarski’s biconditionals.
Condition (iii) corresponds to the paradoxical sentences whereas condition (iv)
corresponds to biconsistent sentences. Conditions (v)-(vii) are not explicitly
mentioned in fixed point accounts, but, as was mentioned above, they can be
modeled in fixed point theories by considering appropriate subsets of fixed
points.

(iii) The usage of the symbol N for an unstable behavior of a sentence in
an evaluation sequence is slightly misleading, because we work in a clas-
sical logic without a third truth value. N does not represent this third
truth value (as it was the case in the fixed point approach). N denotes
the fact that in an evaluation sequence a certain sentence is neither sta-
bly true nor stably false. From this perspective the usage of the symbol N
can be justified although revision theories are based on a classical bivalent logic.

From the basic definitions of revision theories it is clear that ordinary sen-
tences that do not contain the truth predicate do not cause any problems in
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the framework. Their extensions are given by the ground model and their se-
mantics is determined by classical model theoretic tools. Hence, these examples
are relatively uninteresting and we will not consider those in detail. We will
examine some easy (but more interesting) examples of sentences that show a
non-classical behavior in revision theories.

Example 9.1.3 (i) Assume a language L™ = L U {T} and a classical ground
model M are given. Consider the following two sentences:”

(1) ¢ = T(9)
(2) ¢ A =T(0)

(1) is one direction of an instance of Tarski’s biconditional. Therefore, (1) is
uniformly true. It is easy to see that the recurring hypotheses of (1) are the
ones that assign the truth value 7" to (1). A similar consideration assures that
(2) is uniformly false, because the recurring hypotheses h for (2) are the ones
that satisfy [[(¢ A ~T(¢))]]”+" = F.

What happens if we substitute for ¢ the Liar sentence A in (1)7 Differently
to the treatment in fixed point theories where the sentence A — T(\) is
evaluated as neither true nor false (using Kleene’s three-valued logic), the
newly created sentence remains uniformly true in revision theories. That
is a direct consequence of the fact that Tarski’s biconditionals are assumed
to govern the concept of truth. Later (compare Subsection 10.1.4) we will
consider a certain type of criticism that was uttered because of the fact that
revision theories preserve tautologies.

(ii) We consider the ordinary Liar sentence (3):
() A = =T())

If we start the revision theoretic analysis with the hypothesis h(A) = T, then
the next revision step results in the evaluation p(h(A)) = F. The next revision
yields p(p(h(X))) = T. This behavior continues through all ordinals. A similar
instability arises if we start with the hypotheses h(\) = F. This shows that
both hypotheses are recurring. In total, we get the result that for all recurring
hypotheses in every evaluation sequence (S)) the sentence A = =T()\) is
unstable in (S)).8

(iii) Consider the ordinary Truth-teller sentence (4).

"In the following, we will not represent the code of a sentences ¢ if this sentence is in the
range of the truth predicate T. Hence, we write T(¢) instead of T("¢").

8We haven’t considered the behavior in limit stages, yet. This is simple to check: whatever
our new initial hypothesis is in a limit stage, the revision process never becomes stable.
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A similar examination as in (ii) shows that the recurring hypotheses remain
stably T or stably F' in every evaluation sequence (Sg) dependent on the
choice of the initial hypothesis. That means that the sentence ¢ = T(¢) is
T F-capricious as it is expected. The evaluation of this sentence is completely
independent of the choice of the limit rules, because the evaluation becomes
stable after one revision.

(iv) It should be mentioned that all sentences not containing the truth
predicate T are evaluated according to the ground model 9. In an arbitrary
revision sequence S with an initial hypothesis h, they become stable after at
most one revision.

We continue the overview of examples by examining more complex ones.
First, we will consider the Liar circle of length 2. A Liar circle should show
a similar behavior like the ordinary Liar sentence. This means that the set of
sentences should be interpreted as unstable, i.e. all sentences should be unstable
in all possible evaluation sequences.

Example 9.1.4 We represent the Liar circle (of length 2) as follows (we
choose length 2 because it is the simplest non-trivial Liar circle).

(5) ¢ = T(¥)
v = —T(9)

We represent the behavior of the Liar circle in the following tables. Because
(5) consists of two sentences there are 22 = 4 many possibilities for initial
hypotheses (both sentences can be true or false and all combinatorial com-
binations are allowed). The first table shows the behavior of the evaluation
sequence with the initial hypothesis h(¢) =T and h(¢) = T.

0 6 | 7
6=T@) | T |T|F |F |T|F|F|T
v =-T() T T F

We start with the hypothesis that h(¢) = T and that h(¢)) = T. The following
rows show how the hypothesis is revised by the revision process. The revision
remains unstable through all ordinals. Let us consider the next table where we
start with the following hypothesis: h(¢) =T and h(y)) = F.

0] 1]2[3[4][5]6]7
6=T() | T|F | F | T |F|F|T]|F
b=-T(@)| F |[F | T |F|F |T|F|F
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Again the revision process is not stable (as it is expected). The next table
shows the behavior of the revision process when we start with the hypothesis
h(¢) = F and h(¢)) = T. Again we get an unstable sequence of hypotheses.

The last table shows the behavior of the revision process if we start with the
hypothesis h(¢) = F and h(y)) = F.

01 ]2[3[4][5]6]7
¢=TW) | F |[F | T |F|F |T|F|F
b=-T(¢)| F | T|F|F|T|F|F|T

In total, we see that the Liar circle is unstable, because every hypothesis
we choose for a limit stage yields an unstable revision process. This result
corresponds to our intuitions. Additionally, one can see that the behav-
ior of the revision is completely regular. We can conclude: The analysis of
the Liar circle (of length 2) in revision theories is in accordance to our intuition.

There is another example we should consider for a moment: the Truth-
teller circle. This example is interesting because of two features. First, the
Truth-teller circle is an example for a T F N-capricious collection of sentences
when analyzed using revision theoretic tools. Second, this analysis is intuitively
not the correct one, because we would expect that the Truth-teller circle is T F'-
capricious. The sentences should be stable dependent on their initial hypothesis.
We will consider this example more closely now.

Example 9.1.5 We represent the Truth-teller circle (of length 2) by the
following two formulas:

(6) ¢ = T(¥)
¥ = T(9)

Similarly to Example 9.1.4, we have to check the possible evaluation sequences
of the two sentences. We start with the initial hypothesis h, such that it
holds: h(¢) =T and h(yp) = T. The following table shows the behavior of the
resulting evaluation sequence.
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01 ]2[3[4][5]6]7
6=TW) | T | T | T |T|T|T|T|T
b=T(¢) | T |T|T|T|T|T|T|T

This is an intuitively correct behavior of the Truth-teller circle: if we start
the revision process with the initial hypothesis h, such that h(¢) = T and
h(p) = T, then ¢ and 1 remain stably true through the complete revision
process. Consider the next table now. Our initial hypothesis is h(¢) = T and
h(v) = F. We would like to get one or the other form of a stable behavior of
the evaluation sequence, but unfortunately the sequence is essentially unstable
as the following table shows.

01 ]2[3[4][5]6]7
6=TW) | T |F | T |F|T|F|T]|F
w=T(¢) | F | T|F|T|F |T|F|T

A similar behavior can be observed, if we choose our initial hypothesis to be
h(¢) = F and h(¢) =T.

H| | o
M| |~

Finally the situation remains stable if our initial hypothesis is h(¢) = F and
h(w) = F.

In total, we see that the Truth-teller circle is a T F N-capricious example,
although this analysis is intuitively not correct.

Because of the problematic analysis of the Truth-teller circle when analyzed
revision theoretically we add some remarks concerning the behavior of this
example.
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Remark 9.1.6 When considering Example 9.1.5 the question arises, what are
the reasons for the inappropriate analysis of revision theories? Notice that
our tables show only the behavior of the evaluation sequences for finitely many
revisions. The theory developed in Chapter 8 (especially the development of the
semantical systems S* and S#) are based on revision sequences that have length
ORD. If we do not work with finite revision sequences but with infinite ones, the
natural question arises which hypotheses are appropriate for unstable elements
at a limit stage. We adopted in Definition 8.1.1(ii) the limit rule that determines
only the denotation of the stable sentences but states no requirements for the
unstable elements.'® Applied to our Example 9.1.5 with initial hypotheses
h(¢) = T and h(¢)) = F we can choose again the same initial hypothesis
for the two unstable sentences at every limit stage. This choice is allowed by
our limit rule and guarantees furthermore that the revision process shows the
same behavior through all ordinals as in the finite case of the table above,
provided we do not assign the same truth value to ¢ and i at a limit stage.
The quite liberal choice of the limit rule is essentially the reason why we get the
intuitively incorrect result of Example 9.1.5. Clearly, alternative choices like the
Herzberger rule or the Belnap rule would not fix the problem either, because
in the Herzberger case we are free to choose an interpretation of the unstable
elements at limit stages from the very beginning. That would also result in
an evaluation sequence where all sentences are unstable. In the Belnap case,
we could choose as initial hypothesis h with h(¢) = T" and h(¢)) = F' and the
result would be again an unstable evaluation sequence. Both limit rules result
in a similar behavior of the evaluation sequence. The situation changes when
we require that for unstable elements all possible combinations of truth values
need to be assigned in limit stages. Precisely this solution is proposed in [Ch96].
We postpone the discussion of his solution to Section 10.1.

A further example we will mention is the revision theoretic analysis of the
Gupta puzzle. As was pointed out in Chapter 2 Example (7) this is an example
where a discourse is involved and where fixed point theories cannot assign def-
inite truth values. Whereas fixed point theories are facing a problem with this
kind of example, revision theories provide a better result that is in accordance
to ordinary common sense reasoning.

Example 9.1.7 In order to make things easier, we analyze a simplified version
of the Gupta puzzle. The reference to the 'real world’ in Chapter 2 Example
(7) is not crucial for the correct reasoning. Similarly, the problems the Kripke
account has with this example is based on the fact that there is no possibility
to assign a truth value to the sentences referring to statements of other persons.
We choose the following form of the Gupta puzzle emphasizing the crucial part
of the discourse.

°In [Ch96] and [Ya93], one can find a further discussion of this problem of classical revi-
sion theory. Both authors propose a solution for this problem. Another source for further
information concerning this point is [Ma96]. We discuss possible solutions in Section 10.1.

Y Compare also Remark 8.1.1(ii) for further information concerning this point.
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(7) A claims (¢1) and (¢2):
(¢1) All claims of B are true.
(¢2) At least one of the claims of B is false.
B claims (1):
(1) At most one of the claims of A is true.

We can formalize the discourse, such that the revision process in evaluation
sequences can be calculated more easily. (8) is a representation of (7):

(8) o1 = T(v)
¢2 = T(v)
Y = ~(T(¢1) AN T(¢2))

The following table shows the behavior of the revision process (for the first
finitely many revision steps) where ¢1, ¢2, and 1 are assumed to be true at
the initial stage:

0] 1] 234567

¢1 = T(¥) T|F|F|T|T|T|T|T

dy = T (1) T| T |T|F|F|F|F|F
V=-(T@)AT(¢) | T |F | F | T | T | T |T|T
T(¢1) T|T|F|F|T|T|T]|T

T(42) T|T|T|T|F|F|F|F

T() T|T|F|F|T|T|T|T

We can see that the revision process stabilizes for the initial hypothesis h(¢1) =
T, h(¢2) = T, and h(yp) = T. (The respective denotations of the sentences
T(¢1), T(¢2), and T(¢)) are calculated using Tarski’s biconditionals.) It is easy
to check that the evaluation remains stable for every possible initial hypothesis.
We will not explicitly calculate the evaluation sequences for the 23 possible
initial hypotheses.

Although our version of the Gupta puzzle is simplified, it is clear that the
extension to the version of the puzzle presented in Chapter 2 Example (7) is
straightforward and does not change anything in the revision process, because
the truth values of the sentences referring to the ’real world’ are captured by
the given ground model. They are not dependent on a specific property of a
particular Gupta-Belnap system.

Unfortunately, a slight modification of the classical Gupta puzzle causes
problems for revision theories.!? We will state the modified Gupta puzzle as a
further example.

HCf. [GuBe93] and [Ch96).
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Example 9.1.8 The modified Gupta puzzle can be formalized as follows:!?

Intuitively, the result should be a similar stable evaluation as in the
ordinary Gupta puzzle, provided we can use the Tarski biconditionals without
any restrictions. If we assume that Tarski’s biconditionals hold, we have
the following biconditional: ¢9 < (=T(¢)). Then, we are able to reason
as in Example 9.1.7. Literally, ¢; and ¢2 do not longer contradict each
other. According to the following table there is an initial hypothesis h, with
h(¢1) = F, h(¢s) = F, and h(y)) = F, such that the revision process becomes
unstable.

1 =T()
¢2 = T(=T(¢))
Y = (T (¢1) AT(¢2))
T(¢2)

e5|es|les| | =)
5| I | e | IR

| | | P o
o | NS Na
H| | = 3
| | | | e
ol sl Res Tt
H| | | | o

The table shows that under certain hypotheses the revision process does not
yield a stabilization point. We have to conclude that this is contrary to the
intuition and ordinary common sense reasoning.

The considerations show that many of the standard circular sentences (or
sets of sentences) can be adequately modeled in the revision theoretic account.
There are also examples where revision theories do not provide the intended
analysis. Most prominently these examples are the Truth-teller circle and the
modified Gupta puzzle. We will reconsider possible ways out of the described
problems in Subsection 10.1.2 and Subsection 10.1.3 where modified accounts
will be presented which block the unstable evaluation sequences.

In the next sections, we will consider further applications of revision theories.
Although the main focus and endeavor of most authors was to apply revision
theoretic techniques to a theory of truth there are other applications as well.
These applications range from philosophical considerations to quite technical
applications in set theory. In the following section, we will begin with some
philosophical considerations concerning the nature of truth, i.e. the general
assumptions that are necessary to develop the revision theoretic framework.

2This example was already mentioned in [GuBe93].
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9.2 The Nature of Truth

In [GuBe93|, Anil Gupta and Nuel Belnap formulated two central claims con-
cerning the properties of their analysis of the truth predicate for natural lan-
guages. Moreover, these two claims can count as the philosophical basis of their
whole theory.

e The truth concept is essentially a circular concept, but it is not an incon-
sistent concept.

e There do exist appropriate semantical frameworks in which circular con-
cepts (as for example the truth concept) make sense and can be modeled
appropriately.

A further important assumption of Gupta and Belnap is the consistency of
Tarski’s biconditionals. This is crucial because a standard argument is that
Tarski’s biconditionals together with a classical (two-valued) logic, a classical
syntax, and a classical semantics yield inconsistencies. This is the crucial upshot
of Tarski’s famous theorem concerning the undefinability of truth in sufficiently
strong languages. Because the above statements are not mathematical state-
ments but similar to philosophical principles, it is clear that one can only give
arguments for or against these claims. An ultimate proof of the statements
above is not possible.

A standard criticism of the claim that the truth concept is a circular concept
is the thesis that not the truth concept causes problems but the language in
which a truth concept is introduced. According to this thesis the crucial point
is the strength of the language and not the truth concept, because in a lan-
guage that does not have an elementary coding scheme for the own expressions
pathological sentences cannot be built.

Following this criticism shifts the problem to another level. Although there
is a certain appeal to this latter claim'® and paradoxes can also be built with
predicates not interpreted as truth predicates, it is questionable whether this
criticism is correct for natural language. First, it is true that natural language
is strong enough to code paradoxes. Interestingly enough, although there are
numerous (natural) predicates and concept in natural language we deal with,
there is not one predicate that causes the same perennial problems like the
truth predicate. Only the truth predicate is a natural and ordinary concept
that has this properties. Other circular phenomena and pathological entities
are higher-order concepts of abstractions (like circularity in mathematical con-
texts, linguistics, or computer science) or result in the attempt to model certain
general capacities (as for example the attempt to model common knowledge).

There is a second argument against the thesis that the property of languages
causes the problem and not the truth predicate. This has to do with the fact
that the truth predicate is a predicate that determines a language (in a certain

13Cf. [GuBe93], p.253.

140ne has to take into account that the hierarchies of formal languages show that strong
languages have properties that are usually not wanted. For example, non-decidability or the
property to be non-recursive are often consequences of the strength of a particular theory.
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sense). It is probably too strong to claim (like Donald Davidson does) that to
know the semantics of a natural language is equivalent to the knowledge of the
true sentences of a language. Seemingly it is true that the knowledge of the
truth predicate of a language implies to know the semantic value of all simple
statements. But to know the semantics of a natural language is more than to
know the truth values of simple statements. One can say that the knowledge of
the truth predicate is a necessary condition for the knowledge of the semantics.
Hence, the truth predicate is in a certain sense the problematic aspect, because
it emphasizes the problem, whereas the claim that the strength of the language
is the major problem is rather uninteresting.

Accepting that the truth concept causes the problem instead the strength
of the language, comes quite close to accept that truth is a circular concept
causing its own problems because of its circular character. Furthermore, this
implies that circularity is a property that essentially plays a certain role in the
cognitive abilities of human beings.

The claim that the truth predicate is the concept that causes the problems
is an intuitive idea. This cannot be said about the second claim of Gupta
and Belnap, namely the claim that the truth predicate is not inconsistent.
From a naive perspective it seems to be the case that the mere possibility
to deduce contradictions from using the truth predicate in natural language
implies that the truth concept is an inconsistent concept. Essentially, Gupta and
Belnap’s program is to show that there is the possibility to model the (circular)
truth predicate in a two-valued logic and to remain nevertheless consistent in
their analysis. The interpretation of the usage of the truth predicate can be
formulated as follows: although there are paradoxes it is not the case that
natural language is inconsistent.'®

The precise formulation of the Gupta-Belnap systems show that there is
a semantical theory for circular expressions (and these systems are provably
consistent even though they are not decidable) and that the modeling of these
expressions is quite often the intuitively correct one. In this respect, the claim
of Gupta and Belnap is correct. A more challenging question is whether revi-
sion theories in fact model the truth predicate of natural language or rather
model an idealized and artificial truth predicate that is not equivalent to the
truth predicate in natural language. It is obvious that a claim like "the truth
predicate determined by the semantical system S* is the truth predicate of nat-
ural language” cannot be correct. A hint that we are dealing with an infinite
number of idealized versions of a truth predicate can be given by the fact that
there is an infinite number of semantical systems Gupta and Belnap propose in
their work.'6 Additionally, it is simply not true that Gupta-Belnap systems do
not have problematic features and solve every possible problem of modeling the

15This was probably one of the very basic intuitions when people developed paraconsistent
logics.

5We only considered the most important semantical systems S*, S#, and S;. In [GuBe93],
there are infinitely many more semantical systems, namely the systems S,, for n € w.
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truth predicate.!” Although it is questionable whether revision theories give a
precise and totally correct representation of the truth concept, it is neverthe-
less true that they give a reliable account for a circular concept. Therefore, the
claim that it is in principle possible to develop a consistent semantical theory
(in a two-valued logic) for a circular concept can be affirmed.

In total, one can say that Gupta and Belnap proposes a framework in which
circular concepts can be modeled and furthermore that the truth concept is
a circular one. As we pointed out at the beginning of this section one cannot
establish a proof that the truth predicate is a circular concept, but there are
good arguments for such a claim. We think that the alternative, namely to lift
the pathological behavior of truth to a problem of languages is begging the
question and does not solve any problem.

We will consider further applications of Gupta-Belnap systems in the fol-
lowing section. We divide these applications in different topics in order to get a
better overview which entities can be modeled using revision theories and which
cannot.

9.3 Other Applications

9.3.1 Hypersets Revision Theoretically Defined

Although we will develop the theory of hypersets in Part IV of this work
quite explicitly, it is illuminating to mention an interesting application of
revision theories in set theory. Using revision theoretic techniques it is
possible to construct a model of set theory that contains non-well-founded
sets, i.e. sets that contain themselves as elements. Examples for such sets
are: a = {a} or b = {b,c,0,4}.'® We do not want to introduce the precise
machinery of this theory, in particular, we do not want to show that a model of
non-well-founded set theory can be defined using revision theories, but we try
to give an idea how the account works principally. A full development of the
construction of a non-well-founded universe using Gupta-Belnap systems can
be found in [An94b]. The reader is referred to this work for further information.

First, we need to say something concerning basic set theory.'® We assume
that the universe of well-founded sets V' is given. Our set theory if based on
the standard axioms ZFC. The foundation axiom states that every non-empty
set a in the universe contains an element y, such that ¢ is minimal with respect
to the non-logical relation €.2° This axiom prevents the existence of sets of
the form a = {a} or b = {b,¢,0,4}. Any set that includes itself is not allowed

"For a discussion of these problematic features compare Chapter 10 and especially Section
10.1.

18Clearly, sets like a and b are not in the well-founded universe V, because they contradict
the foundation axiom.

19 An axiomatic introduction and discussion of standard set theory can be found in Chapter
11, especially in the Sections 11.1 and 11.2.

20Compare Section 11.1 for a precise formulation of the foundation axiom.
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as a respectable set theoretic object. Our task is: We want to know (on an
informal level) how we can define revision theoretically a set Q that satisfies
the following equation:

Q= {Q}

In particular, we would like to use revision theoretic techniques to extend the
ordinary universe of well-founded sets with the new set 2 satisfying the above
equation. The idea of how this can be achieved is to extend the ordinary
relation € to a relation €, such that € restricted to well-founded sets is equal
to €. Only with respect to the object Q@ = {Q} the extended elementhood
relation € satisfies 2 € Q.

We introduce some notions and concepts. Because of our simplified presen-
tation we need only to define the properties of an object Q = {Q} with respect
to the extended elementhood relation €. As we will see later in Chapter 11,
urelements can be used to define systems of equations. These systems are an
appropriate tool for an extension of the universe.?! Let us assume that an
urelement € is given. An important point is to introduce an extension of the
principle of extensionality of ZFC that can be applied to non-well-founded sets,
too. We state the principle of extensionality as follows:

(Va)(Vb)(Ve)(a=b < (c€a < ceb))

The following definition gives us an account for an extended principle of
extensionality:2?

Definition 9.3.1 Define for arbitrary sets of the universe V and the urelement
Q the binary relation =g C (V. U{Q}) x (VU{Q}) as follows:

a=gb & Ve({c,a) ER < (¢,)R)A(a=0<b=10)

Remark 9.3.1 (i) Notice that the above definition is quite similar to the
extensionality principle if we substitute the elementhood relation € for the
relation R in Definition 9.3.1. The relation =g functions as a modified version
of an extensionality principle that can be used also for non-well-founded sets.

(ii) The idea of the whole construction is to use the extension of R as an
hypothesis. Step by step, this extension R will be improved by the revision
process. R itself is an initial hypothesis (or what is sometimes called a
bootstrapper) of the revision process.

21For more information concerning urelements compare Chapter 11. Urelements are objects
that are themselves non-sets but that can be used in order to build sets.
22 As a side remark it should be mentioned that this is not a bisimulation relation.
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Now we can define a modified elementhood relation € that has the follow-
ing behavior. Given a hypothesis R, the following definition gives us a new
extension of the modified elementhood relation.

Definition 9.3.2 We define the jump operation of the modified elementhood
relation provided a hypothesis R is given as follows:

Vavb:a Epb < (b#Q —3cla=rchceb) A (b=Q —a=pb)

In Definition 9.3.2, the modified elementhood relation €p works on well-
founded sets as the ordinary elementhood relation €. Notice further that
Q €r Q holds (using Definition 9.3.1). In a certain sense, this is already the
crucial point of the whole development: The jump operation respects the or-
dinary elementhood relation and extends this relation to the non-well-founded
set €.

The reason why we do not introduce the complete machinery here and
work only with this very special non-well-founded set €2 is based on the fact
that in order to develop a more general picture one has to introduce the precise
concept for coextensionality of non-well-founded sets, namely a congruence
relation that is called bisimulation. This concept will be introduced and
discussed in Section 11.4.

Now we are ready to define the revision process that generates step by step
(independently of the initial hypothesis) the new extension of the elementhood
relation €.

Definition 9.3.3 Assume R C (VU{Q}) x (VU{Q}) is an arbitrary relation.
The revision sequence defining the extension of é\g (for B € ORD) is specified
as follows:

a€yb & (a,b)€R

a4 Ear1b & a E/e:a b

If X\ is a limit ordinal we have to distinguish three cases, dependent on the sta-
bility properties of former revisions and similarly to the condition in Definition

8.1.1(ii).
a€rb = Ja<AVB:(a<B<A\ — azb)

adrb < Ja<AVB:(a<B<A — adgh)
Otherwise it holds: (a,b) € R.

Remark 9.3.2 The specification of the revision process in Definition 9.3.3 is
quite abstract, therefore we state some intuitions that are constitutive for it.
The extension of the initial hypothesis can be arbitrarily chosen: R C (V U
{2}) x (VU{Q}). In our case, it is easy to check that every hypothesis would
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work: every initial hypothesis results in a convergent sequence of hypotheses
(provided we work with revision sequences of length ORD).

The successor step revises the extension of the hypothesis according to Defini-
tion 9.3.2. This step guarantees that (€, 2) will be in the extension of € and
that the restriction €p [V x V is coextensional to the ordinary elementhood
relation €.

Finally, consider the limit stage for a limit ordinal A\. The three cases mirror
simply the possibilities that can arise: if an element (a,b) is stable in the
extension of €g, then it should remain in the extension. If an element (a,b) is
stable in the anti-extension this element should remain in the anti-extension.
The most interesting case is what we do with unstable elements. Here, the
proposed procedure is to use the initial hypothesis R again. This is essentially
what was called the Herzberger limit rule above and what was proposed in
[He82a] and [He82b]. Notice that the Gupta limit rule would do it as well and
also the Belnap limit rule.

In order to get a more intuitive picture of the behavior of non-well-founded
sets, we give some more information concerning the properties of ). Suppose
it holds Q = {Q}. Then, obviously the following (infinite) chain of equalities
do also hold:

Q={Q} = {0} = {{{Q}} =

Additionally it holds Q = {Q,{Q}}, because z = {y,y} = {y}. Therefore,
we have a variety of sets that are all equal to €2 and that are considered as dis-
tinct objects in our revision process. In order to specify €2 as the representative
of a collection of objects, one needs to introduce an equivalence class for all
these elements. The following definition specifies this equivalence class.

Definition 9.3.4 Assume Q satisfies the equation Q = {Q}. By transfinite
recursion we define the following equivalence classes [Q]°:

[Q1° = {2}

[ ={z:z#£ DAz C QU

Define [Q] by the following condition:

acQ & Ja€ ORD:ac Q"

Definition 9.3.4 provides an intuitive picture of the properties of the non-
well-founded equivalence class [2]. Our revision process mirrors the properties
of [©2] quite nicely, as can be seen by the following fact.
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Fact 9.3.5 For every relation R C (VU{Q}) x (VU{Q}) and every a € [Q] it
holds:

Ja€ORD:a€[Q] & a&,Q

Proof: We only sketch the proof of the claim. The interested reader is
referred to [An94b] for a more explicit proof.
”=" Tt is necessary to determine the rank of a, rk(a). The claim is proven
by (a transfinite) induction on the rank of a. o = 0 is trivial. For a successor
ordinal a = 4 1 assume a # (). Because a is non-empty, there exists b € a,
with b € [Q2]. Using the induction hypothesis we have b é\g Q). Because b € a
we have b 6/5:1 a and therefore a 6/5:1 Q. For a limit ordinal «, the claim
a €, Q follows from the induction hypothesis.

7<«<" Again the proof is an induction on the ordinal «. The proof is similar to
the left-to-right direction. g.e.d.

Remark 9.3.3 We summarize the examinations we presented here. The
considerations show that it is possible to extend the ordinary elementhood
relation € to a modified elementhood relation €, such that the two relations
are equal on well-founded sets and additionally € captures the properties of
a set satisfying the equation Q@ = {Q}. Furthermore, the extension of the
binary relation € can be generated by a revision process in Gupta-Belnap
systems. This suffices to give an idea how revision rules can be used in order
to construct non-well-founded sets and, in particular, the extension of the
elementhood relation € to €.

The sketched idea how to introduce non-well-founded sets via revision rules
is a very special case of a more general idea. Similarly to the case where the
universe V is extended by an equation 2 = {Q} one can generalize this idea to
arbitrary equations of the form Q = a where () functions like an indeterminate
x in algebra in this context. Although the enlarged framework is slightly more
complicated because one needs to introduce a so-called bisimulation relation
between sets (or a certain kind of congruence relation as specified in [An94b)),
the overall procedure is precisely the same as in the simple case we considered
in this section. Interestingly enough, the revision process remains the same in
the general case, only the proofs are slightly more complicated.

We finish this subsection with these remarks. A complete development of
the applications of revision theories in order to introduce non-well-founded sets
can be found in [An94b]. In the next section, we give some more ideas how
Gupta-Belnap systems can be used in mathematics.
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9.3.2 Other Applications in Mathematics

In this subsection, we mention two other applications of revision theories.
Aldo Antonelli®® showed that revision theories can be used to characterize
the arithmetical hierarchy. From an intuitive perspective this should not be
very surprising, because the arithmetical hierarchy can essentially be defined
inductively and inductive relations are a proper subclass of definable predicates
in S*. Notice that the complexity classes of the arithmetical hierarchy are
defined as follows:

VneN: VX CN: (X eXj & VzeN:
(xeX & InVy2..Qun : d(y1,v2, - .Yn, x)))

VneN: VX CN: (X ellj & VxeN:
(xeX & Vy13y2..Qun : d(y1,¥2, ---Yn, x)))

Dependent on the properties of n, namely whether n is odd or even, we specify
@ = 3d for odd n and Q = V for even n in the first condition. Similarly we
specify @ =V for odd n and @) = 3 for even n in the second condition. As can
be seen by the characterization of the arithmetical hierarchy, the complexity is
at most a I1} relation. Hence, this relation can be revision theoretically defined.

We state the general idea of such a revision theoretic characterization in the
following. Assume we consider a predicate G, using a circular definition with a
parameter ¢:

G(ZL‘l,{EQ,...,{En,(b) = (;5 -

Then, applying a bootstrapper ¥ and a revision process that uses the newly
calculated extension for a better approximation of G, we can approximate com-
plexity classes of the arithmetical hierarchy. The following definition makes
these intuitive ideas precise.

Definition 9.3.6 Assume G(x1,x2,...,Tn,¢) is an n + l-ary functional. As-
sume further that ¢ : N* — N is total. The revision theoretical definition of
the functional G using 1 as initial hypothesis is defined by recursion as follows:

Gg(l‘l,l‘g, coyy) = Y(x1, T, .. Ty)

Gzﬂ(:cl,xg,...,xn) = G(x1, 9, ... ,a:n,GZ)

Gi{)(l'l, e Tp) = { z (Fo < N(VT)(o < T — Gf(xl, ) = 2)

V(x1,...,Ty) : otherwise

ZCf. [An94c].
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Remark 9.3.4 (i) The initial hypothesis v is assumed to be total. We chose
a total function instead of a partial function because it simplifies matters.
Whereas complexity considerations using functionals with partial functions as
arguments are quite complicated, it is easier to use total functions. Additionally,
a total function v suffices to get a characterization of the arithmetical hierarchy.

(i) For the limit step Antonelli (in [An94c]) used the constant limit rule where
the initial hypothesis is used in order to assign a value to the unstable elements
(Herzberger limit rule).

(iii) Definition 9.3.6 resembles an inductive definition. This supports the claim
that there is a certain similarity between inductive definitions and revision
theories. The differences between both accounts are based on the various
possibilities to choose the initial hypothesis and the fact that the revision
process need not to be a monotone process. Precisely the fact that revision
processes need not to be monotone is the reason why it is necessary to develop
an extension of classical semantics. This extension guarantees that it is possible
to evaluate arbitrary formulas in the revision theoretic case.

The upshot in [An94c] is that revision theories can be used to define the
arithmetical hierarchy. Interestingly enough, it is not necessary to consider
revision sequences of length ORD. It suffices to consider a strongly restricted
set of revision sequences. We state the main result in [An94c|, namely the
characterization of the arithmetical hierarchy using revision sequences of length
at most w?.

Theorem 9.3.7 The set of true sentences of first order arithmetic is many-one
reducible to GqﬁwQ

Proof: Compare [An94c]|. q.e.d.

Whereas a characterization of the arithmetical hierarchy can be achieved
it is clearly not possible to characterize the analytical hierarchy. The reason
for this is that the complexity of revision theoretically definable subsets of w is
bound by A%. We cannot go behind this border.

Another application of revision theories is the connection between inductive
definitions and revision theories. In the following, we add some additional
remarks concerning this context, in particular, we show that fixed point theories
can be modeled by Gupta-Belnap systems.

9.3.3 Fixed Points and Revision Theories

In Part II of this work, we examined a fixed point construction in order to
generate partially defined truth predicates. Within certain limits these fixed
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points represent possible truth predicates of natural language. KEssentially,
Kripke’s construction is an inductive definition of (different types of) fixed
points. We saw in Section 8.3 that every inductive definition (II} definition)
can be represented as a circular definition in S*. Therefore, there exists a
possibility to represent Kripke’s fixed point approach using revision theoretical
means. We will consider this idea more closely in this subsection.

We remind the reader that every inductive definition can be represented
and evaluated in S*as a circular definition. Assume X is an inductively defined
subset of w, such that A(z,G) denotes the definiens of the inductive defini-
tion of X. Then, the predicate H as specified below is coextensional with the
inductively defined predicate.?*

G(z) & Vz(G(z) — Az, G)) AN z—(A(z,G) — G(x)) AN Az, G)

H(z) & Vz(G(z) — Az, G)) AVx(A(z,G) — G(z)) ANG(x)] V
[-(Vz(G(z) — Az, G)) ANVx(A(z,G) — G(x))) N H(x)]

For a moment we restrict our attention to the minimal fixed point in
Kripke’s construction. Assume the set of functions {7 F, N,B}SemL+ is
given (relative to a given language L). The function space can be partially
ordered by <; where f <; g holds if and only if for all d € Sent;+ it holds:
f(d) <; g(d) (relative to the interlaced bilattice {({T,F,N,B}, <, <r)).
The bottom element of this bilattice in the information order is the function
f: ¢+~ N for all ¢ € Sentr+. Assume further that a monotone operator
I:{T,F,N}%"+ — {T F,N, B}%"+ is given. A transfinite induction on
the ordinals shows that there is A\ € ORD, such that T*(1L) = T?M(1), i..
that T*(L) is a fixed point. Let us call this fixed point T'.. We will construct
this minimal fixed point I'y revision theoretically.

Definition 9.3.8 Assume that a language L™ = L U {T} and a classical
ground model M is given (similar to Definition 8.1.4). Assume further that
a monotone operator T' : {T, F, N, B}%"v+ — {T,F,N, B}5"+ is given.
Finally, assume that L is the constant function f : Sent;+ — {T,F,N,B} :
¢ —— N. Our revision process in order to construct the minimal fized point of
Kripke’s construction is defined as follows.

To=1
Ta+1 = F(Ta)
T = sup{Ts}p<r)
Remark 9.3.5 (i) It is clear that the resulting revision sequence

(L, T(L),I(I(L)),...) is precisely the transfinite inductive process well-
known from constructing minimal fixed points.

24Compare Lemma, 8.3.2.
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(ii) Important in the above considerations is the fact that we used a specific
initial hypothesis 1 in order to start the revision process. Although there
are infinitely many different initial hypotheses in order to get a sequence of
hypotheses that finally result in a fixed point, it is not true that every initial
hypotheses works for a particular fixed point (for example the minimal fixed
point). The reason for this is the fact that there are infinitely many fixed points
that can be reached by a revision process if one varies the initial hypotheses.

(iii) Notice that every initial hypothesis can be used in order to generate
recurring hypotheses. This is easily seen by the fact that the operator I' and
therefore our revision rule p is monotone.

(iv) It should be mentioned that the collection of all recurring hy-
potheses are not coextensional with the collection of all fixed points of
I':{T,F N,B}"t+ — {T F,N, B}%"t°L+,

We state an important additional remark concerning the usage of the non-
classical ground model in the considerations so far.

Remark 9.3.6 (i) The term classical ground model is slightly misleading,
because the underlying logic is not a two-valued classical logic but a four-
valued non-classical logic. That does not create problems, because models
for partial logics are well-known and their behavior and their properties are
well-understood. In contrary to the Gupta-Belnap systems S# and S* that
are not recursively axiomatizable (compare 8.3.1(i)), classical ground models
in four-valued (as well as three-valued) logic are axiomatizable. Furthermore,
the compactness theorem, the Robinson theorem, and the Lowenheim-Skolem
property are preserved in these models. For an overview of non-classical logics
and their properties the reader is referred to [Mu89] or [K152].

(ii) The Gupta-Belnap systems are general enough to be applied to other
frameworks like non-classical logics. It is important to notice that revision
theories are applied to a non-classical framework on a meta-level. Although
from a mathematical perspective there are no problems to apply the revision
theoretic approach to a four-valued framework, the philosophical perspective
of this situation is not as simple. Clearly the development of revision theories
was essentially motivated by the attempt to find a framework for pathological
sentences where classical logic can be preserved. The idea was to find a theory
that is able to model Liar-like sentences but furthermore does not abolish
classical logic. Therefore, showing that the fixed point construction of Kripke
can be modeled revision theoretically is a mathematical fact, but has no
philosophical implications for someone who affirms the philosophical claims of
revision theories.

A slightly more complex construction allows us to construct the set of all
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fixed points using a revision theoretic process. The next definition states this
construction precisely.

Definition 9.3.9 Assume a language L and a classical ground model
M are given. Assume further that T' is a monotone operator with the
property T : {T,F,N,B}%".+ — (T F N,B}%".+. Consider the set
F={f]|f:Sentp+ — {T,F,N,B}}. The revision process generating all
fized points of the Kripke approach is defined as follows:

(T jer = {f | f : Sent,+ — {T, F, N, B}}
(T Yrer = {T°(f) | f : Senty — {T,F,N,B}}
(T per = ULTP(f) | B< A A f:Sentpy — {T,F,N,B}}

Although the next fact is quite straightforward to see we state it explicitly.
It shows that the collection of all fixed points in a Kripke-style construction can
be modeled using revision theoretic techniques.

Fact 9.3.10 The revision process described in Definition 9.3.9 contains stable
extensions for an appropriate ordinal A € ORD. Furthermore, for an appro-
priate ordinal X' the set {T{,}fep restricted to stable extensions is isomorphic
to the collection of all fixed points of an ordinary Kripke-style construction.

Proof: The existence of stable extensions follows from the facts that I is
monotone and monotone operators do have fixed points (compare [Bar75]). The
fact that the set {TJ;} rer contains all fixed points of a Kripke-style construction
is obvious. g.e.d.

Remark 9.3.7 (i) The generalization of the simple case of Definition 9.3.8
where one fixed point is revision theoretically defined to the case in Definition
9.3.9 where infinitely many fixed points are considered simultaneously is
straightforward. The difference is simply to collect all possible functions
mapping Sentr+ into {T, F, N, B} and start the revision process from above,
i.e. shrinking this set down to the functions that are fixed points (or are
unstable). Notice that in a set theoretical representation it is not necessary to
introduce indices for the single functions f : Sent;+ — {T, F, N, B}.

(ii) Notice that the revision process shrinks the total number of elements in
the collections of all functions {f | f : Sent;+ — {T,F,N,B}} to the set
{T];} fer that contains only fixed points. The reason for this phenomenon is
based on the fact that many different initial hypotheses result in the same
collection of fixed points when applying the revision operator I'.

(iii) The fact that Kripke’s fixed point approach is essentially an inductive
account, makes it not very surprising that it is possible to represent his con-
struction revision theoretically. We used as initial hypothesis h the collection
of all possible functions mapping Sent;+ into {T,F,N,B}. This choice is
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important, because not every subset of h guarantees that all fixed points can
be reached. Furthermore, notice that Gupta-Belnap systems (in particular, the
systems S* and S# as well as the finite systems S,,) were developed even to
model non-monotonic revision rules, that do not necessarily converge in fixed
points. This is a further difference between the two accounts mentioned so far.

In the final section of this chapter, we will summarize the different appli-
cations of Gupta-Belnap systems we mentioned so far and make some final
remarks concerning possibilities to model propositions revision theoretically.
Similar to most presentations of this chapter we do this informally.

9.4 Some Final Remarks

In the above sections, we examined a variety of applications of Gupta-Belnap
systems. We mentioned some classical applications like the development of a
theory of truth and the endeavor to give a precise and intuitively correct anal-
ysis of pathological sentences. Furthermore, we stated some implications for a
theory of truth and we mentioned (although not completely and explicitly devel-
oped) some applications of Gupta-Belnap systems in a more technical context
like its relation to non-well-founded set theory, the arithmetical hierarchy, and
Kripke’s fixed point approach.

It is important to emphasize that we did not mention applications concern-
ing knowledge representation, common sense reasoning (except applications
like the modeling of the Gupta puzzle), or applications in the theory of belief
revisions. The reason for this is that these applications of revision theories are
not spelled out yet. The researchers working on Gupta-Belnap systems usually
applied this framework to truth theories and inferred consequences from this
modeling for a philosophical theory of truth. Additionally, the quite general
assumption of most authors working in this field, namely that the bearers of
truth are sentences (and not propositions), makes a treatment of phenomena
where the context plays an important role as well as examples where there are
more abstract entities included (like beliefs, attitudes, intentions etc.) quite
complicated. We should add some comments concerning this situation here.

An application of revision theories to common sense reasoning or belief
revisions makes it necessary to enlarge the account of revision theories from
the evaluation of sentences to an evaluation of propositions (perhaps even
more sophisticated entities). The perennial problem is that a generally
accepted theory of propositions does not exist. The authors developing
theories for propositions struggle with many different problems arising from
the fact that propositions are abstract entities that are highly dependent
on the context.?’ How can this be addressed by revision theorists? From

25In Section 10.2, we will consider the following two questions: which entity is the bearer of
truth and what are the alternatives for revision theories in order to treat not only sentences
but also propositions.
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Subsection 9.3.1 we know that in principal we can define non-well-founded
sets using appropriate revision rules. We will see later (compare Part IV)
that non-well-founded sets are an alternative framework to model circular
phenomena. As we will see non-well-founded sets are particularly a good
framework to model circular propositions.?6 Using this fact should make it
possible finding a way to introduce circular propositions with revision theoretic
techniques. The idea is simply to remodel the constructions of other theo-
ries (like the constructions in situation theory which is clearly only an example).

A possible plan for the development of a theory of belief revisions and knowl-
edge representation in a revision theoretic framework can be given by the fol-
lowing list:

e Define the universe of non-well-founded sets using revision theoretic tech-
niques as developed in subsection 9.3.1.

e Specify particular propositions that are needed in order to model the
intended circular phenomena.

e Test the behavior of these propositions in the (interesting) semantical
systems S* or S¥.

A different strategy would be the attempt to find a modeling of circular phe-
nomena directly without the detour using non-well-founded set theory. There
are good reasons for preferring such a strategy in the case that this second
alternative would represent the phenomena in question at least as well as the
account using non-well-founded sets. First, avoiding the modification of the
underlying set theory guarantees a classical set theoretic framework. Second,
classical ZFC set theory is well-developed and well-understood by nearly every-
body. This is not true for the theory of non-well-founded sets. Additionally, in
a classical set theory only standard ontological problems concerning the status
of sets arise, but no deeper questions concerning a justification of the enormous
enlargement of the universe needs to be answered. A natural question is the
following one: How can this second alternative be achieved?

It is necessary to substitute propositions for sentences. If we assume that
this is (somehow) possible, first, we show that the representation of a circular
predicate (situation) s in situation theory yields circular sets. This is precisely
what we do not want, because this results in the unsatisfactory necessity to
introduce non-well-founded sets. In order to see this, assume a complex relation
(situation) is given according to the following equation.?”

s=38 A ¢ A (know,a,s)

We can represent the extension of s by the following generalized (and circular)
definition:

26We will develop this idea in Chapter 16.
2"The expression (know,a, s) is the formal representation of the information that a knows
situation s.
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r€s & xes Vae{d (know,a,s)}

Even if situation s’ is given, we are facing a problem because on a classical
set theoretical level, there is no set s that satisfies the condition (know, a, s) € s.
It seems to be the case that non-well-founded sets are necessary.

A possibility to solve this problem is to use some results developed in
[Bar90] where it is shown that the modeling of common ground using inductive
techniques is equivalent to the circular approach under the assumption that
there are non-well-founded sets. Inductive techniques can be represented in
revision theories. In this inductive approach of analyzing common ground (in
our example: two persons a and b have common ground that a proposition ¢
holds), we want to generate a set s that has the following properties (i) - (iii):

(i) s € {9, (know, a, ¢), (know, b, ¢) }
(ii) 8 = (know,a,z) € s — ((know,a,s’) € s N (know,b,s’) € s)
(iii) ¢’ = (know,b,z) € s — ((know,a,s’) € s A (know,b,s’) € s)

It is obvious that such a set can be revision theoretically defined, because it
is inductively defined. Using Lemma 8.3.2 the existence of a revision theoretic
definition follows immediately. That means that a revision theoretical modeling
of the common ground phenomenon is in principal possible because of the
results provided in [Bar90]. The problem of how to introduce propositions in a
revision theoretic context remains to be unsolved.

We finish this section with these rather vague remarks concerning a possi-
ble treatment of other phenomena of circularity in Gupta-Belnap systems. A
closer look concerning the problem of common ground and, in particular, the
differences between private knowledge and common ground will be presented
in Chapter 16. In this chapter, more remarks concerning the relation between
revision theories and the treatment using non-well-founded sets will be added.

9.5 History

Applications of revision theories are primarily based on the truth concept. The
problem of truth was the starting point of generalized definition theory as de-
veloped in Chapter 8. As references we mentioned [Gu82, He82a, He82b], and
[Be82] as the historically first examinations of this account. Besides technical
details the monograph [GuBe93| contains also a lot of applications and many
deep philosophical considerations. Further work concerning applications of re-
vision theories to the truth concept can be found in [Ya93, Ch93] and [Ch96].
In [Bre92|, revision theories are compared with other accounts of theories of
truth. The revision theoretic construction of a non-well-founded universe was
first shown in [An94b]. The definition of the arithmetical hierarchy by revision
sequences was developed in [An94c|. The considerations concerning the repre-
sentation of Kripke’s fixed point approach revision theoretically is (as far as the
author knows) new here.



Chapter 10

A Discussion of Gupta-Belnap
Systems

In the last three Chapters, we presented the basic ideas of the strategy to
strengthen first-order theories using inductive definitions, coinductive defini-
tions and the general framework of Gupta-Belnap systems together with the
formal representation of the underlying theory and the associated properties and
features. Furthermore, we considered a variety of applications of GB-systems
ranging from philosophical to mathematical applications. We postponed a crit-
ical discussion of revision theories in these chapters. Some remarks concerning
this point can be found in the present chapter. Important for the examinations
in this chapter will be the discussion of apparent problems of Gupta-Belnap
systems (like the Truth-teller circle or the strengthened Liar sentence). Fur-
thermore, we will examine questions of a more philosophical nature, namely
questions concerning the ontological assumptions of revision theories (like the
usage of class-like objects or unrestricted quantification over arbitrary models)
and the problem whether it is possible to expand Gupta-Belnap systems to a
theory that includes also a theory of propositions. We will begin with the some
problems occurring in GB-systems concerning a theory of truth.

10.1 Problems of Gupta-Belnap Systems

In this section, we mention some problems of Gupta-Belnap systems that arise
from applications of the framework to a theory of truth for natural languages.
We will stress two important sources of criticism: first, we will discuss the
Strengthened Liar sentence and its consequences to the revision theoretic ap-
proach and second, we will reconsider Examples 9.1.5 and 9.1.8, namely two
problems we left open in Chapter 9. Finally, we will consider some further
problems that were mentioned by some authors in the literature.

213



214 CHAPTER 10. A DISCUSSION OF GUPTA-BELNAP SYSTEMS

10.1.1 The Strengthened Liar Sentence

It is well-known that for most theories of truth the strengthened Liar sentence
causes problems.! Sometimes it seems to be the case that many authors use
the strengthened Liar as a general argument to reject every approach towards
a truth theory. A reason for this is the observation that, although modern
theories of truth (usually) try to avoid different levels of languages and types of
truth predicates, it seems to be the case that reasoning about the strengthened
Liar sentence requires such a hierarchy of levels. This was the result we
found in Section 6.1 Example (3). What happens to the strengthened Liar
sentence in the revision theoretic account? Can we deduce a contradiction from
the strengthened Liar also in revision theories? Before we will have a closer
look at this question let us consider the ordinary Liar sentence (1) for a moment.

(1) This sentence is false.

The revision theoretic analysis yields the result that (1) is unstable for every
possible initial hypothesis (this is trivial to check). Therefore, the classification
of (1) is straightforward: (1) is an unstable sentence, hence (1) is essentially
paradoxical.

Now, we consider the ordinary strengthened Liar sentence (2) (i.e. the one
in Section 6.1 Example (3)):

(2) This sentence is not true.

As we saw in Section 6.1, sentence (2) causes problems in fixed point ap-
proaches. A similar problem arises in revision theories: Because we are working
in a two-valued logic the behavior of (2) in an evaluation sequence is similar to
the behavior of the ordinary Liar sentence (1): (2) is unstable. And precisely
this is, according to some authors, questionable. We introduce a special form of
the strengthened Liar sentence in order to reconsider this problem more closely.
Before we can begin our consideration of this special form of the strengthened
Liar sentence below, we need to introduce the concept of categoricalness (of
sentences). This new concept, introduced in [GuBe93], allows us to formulate
a strengthened Liar sentence that in fact seems to cause problems for revision
theories.

Definition 10.1.1 Assume L is a given language. A sentence ¢ is called cate-
gorical if and only if ¢ is either stably T or stably F' in all evaluation sequences,
hence ¢ is either uniformly T, or uniformly F.

It was claimed by different authors that the following version (3) of the
strengthened Liar sentence causes problems for revision theories:> Notice that
this version uses two higher-order concepts, one is the concept categoricalness

'We saw in Section 6.1 Example (3) that the strengthened Liar sentence is a problem for
fixed point approaches in general.
2Cf. [GuBe93]. The criticism was mentioned by [Ca86] and [Pr87].
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and the other one is the truth concept.
(3) Either this sentence is not categorical or this sentence is not true.

The criticism along these lines can be summarized as follows: assume (3) is
categorical, then the first disjunct is false and the whole sentence behaves like
the Liar sentence. Therefore, (3) cannot be categorical, because (3) is neither
stably true nor stably false. On the other hand, if (3) is not categorical, then
the first disjunct is true, hence the whole sentence is stably true which means
that (3) is categorical. Together we get: (3) is categorical if and only if (3) is
not categorical. Hence, we have a contradiction.

How can revision theories deal with this problem? There are several points
that can be mentioned in order to show that this kind of strengthened Liar
sentence is a relatively weak argument against revision theories. First, it is
clear that without introducing an additional predicate that determines the ex-
tension of the predicate categorical in L we cannot evaluate (3) using Gupta-
Belnap systems in any reasonable way. Therefore, a theory that tries to give
an account for truth cannot necessarily solve a problem for which it was not
developed, namely to model a theory of categoricalness. As a consequence of
this observation, we see that there is not only the truth concept that can cause
a pathological behavior, but there are also other concepts that have a similar
effect.?

Second, the above reasoning that yields a paradoxical behavior of (3) does
not take into account that the concept of being categorical in L is at least
as problematic as the truth concept. As in the case of Liar sentences, if one
uses classical logic and a classical semantics, paradoxes can be deduced from
categoricalness in L. Precisely this was done as part of the reasoning above
that finally results in a contradiction. What is needed is a similar revision
theoretic treatment of this concept as for the truth predicate. That means we
have to introduce a further predicate Cat that must be evaluated in revision
sequences using initial hypotheses. The principles that govern the behavior of
Clat have to refer to the properties of revision theoretic evaluation sequences
of sentences. If L is strong enough to code a sentence like (4), it is easy to
see that Cat is a circular concept that results in paradoxes under certain
circumstances.

(4) ¢ = ~Cat(¢)

An easy calculation of the extension of Cat shows that (4) is in fact
paradoxical.* Therefore, the reasoning that results in a contradiction of (3)
bears a problem because it does not take into account that Cat itself is a
circular concept generating the same problems like the truth concept .

3Clearly, there is a connection between the truth concept and the concept to be categorical
in L in revision theories, because the second concept is defined using crucially the truth-values
in revision sequences.

“Notice that in this calculation one has to determine the extension of Cat, not the truth
value of (4).
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At this point, a further remark is useful: in our presentation of Gupta-
Belnap systems, we introduced circular definitions as a generalization of
classical mathematical definitions except that there is the additional property
that the definiendum can occur in the definiens of the definition. The
mathematical environment clarifies what is meant by an extension of ordinary
definitions. In applications of revision theories to natural language, more can
be said concerning the form of the equivalence relation between the definiens
and the definiendum. Standardly, in mathematics, the relation between
definiens and definiendum is assumed to be a material biconditional. Precisely
this fact causes problems when we work in the generalized framework where
circular definitions are allowed.® That is the reason why Gupta and Belnap
(in [GuBe93]) interpret the biconditional in circular definitions as definitional
biconditionals. With that interpretation of a definition, the Liar argument
which yields inconsistencies is invalid. An example will make this clear.
Consider (5) where the symbol <= is interpreted as a material biconditional.

(5) This sentence is true <= This sentence is not true

With respect to revision theories, there is also the possibility to interpret
the biconditional as a definitional biconditional as in (6) where <=4y is
interpreted as a definitional biconditional:

(6) This sentence is true <=-g.y This sentence is not true.

Under the first reading, the assumptions that Tarski’s biconditionals are
consistent with the truth predicate in natural language is inconsistent because
we can deduce contradictions. But taken Tarski’s biconditionals as definitional
equivalences, there is no inconsistency any longer because the Liar sentence is
no longer paradoxical but merely false. An account like revision theories shows
that under this interpretation it is possible to develop a consistent theory for
circular concepts. For Gupta and Belnap, the pathological behavior of the
Liar sentence (as well as other pathological examples) does not mean that this
sentence needs to be interpreted as neither true nor false because even this
move does not prevent the impossibility of paradoxes (as we saw in Section
6.1). Then, the pathological behavior of the Liar sentence is dependent on the
behavior of the evaluation sequences, but no longer on a truth value of that
sentence. Furthermore, because of the fact that the truth concept is a cir-
cular concept, the concept categorical in L is necessarily also a circular concept.

We end this subsection with these remarks concerning the strengthened
Liar sentence. In the next subsection, we will examine possible solutions of
the problems that arose from applications of revision theories to pathological
sentences like the Truth-teller circle and the modified Gupta puzzle.

5That is one reason that circular definitions are not allowed in mathematics.
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10.1.2 The Truth-teller Circle

We saw in Section 9.1 that there are certain natural language examples that
cannot be appropriately modeled in the standard account of revision theories
we developed in Chapter 8. The classical example for the inappropriateness
of the standard theory is Example 9.1.5: the Truth-teller circle. Although the
Truth-teller circle is intuitively a TF-capricious example a revision theoretic
analysis evaluates this example as TFN-capricious. The problem is that some
initial hypotheses result in a paradoxical behavior. How can this problem be
fixed?

Historically, two proposals were developed to fix this problem: the first
solution is due to Yaqib® and the second solution was proposed by Chapuis.”
We only consider Chapuis’ solution, because Chapuis showed in [Ch96] that
Yaqub’s proposal has significant deficits itself: one can construct the same
problems in Yaqub’s solution as in the original theory (using some slightly more
complex examples). The idea of Chapuis’ solution is to change the limit rule
of evaluation sequences. We do not allow arbitrary choices at the limit stage
of an evaluation sequence of unstable elements any longer, but restrict the
considerations to so-called fully-varied evaluation sequences. In order to make
the idea of a fully-varied evaluation sequence precise, we need to introduce the
concept of the coherence of a hypothesis with an evaluation sequence. This
concept goes back to [GuBe93|.

Definition 10.1.2 A hypothesis h € X coheres with an evaluation sequence
S if and only if for all d € D and for all x € X it holds: if d is stably x in S,
then h(d) = x.

Coherence of a hypothesis specifies the idea of a certain restriction of hy-
potheses (relative to a given revision rule), such that it holds: if an element
d € D is stable in S, then all hypotheses h that cohere with S must assign the
same extension to d.

Now we give the definition of a fully varied sequence. This concept was
informally introduced in [GuBe93]. Here, we adopt the definition of Chapuis in
[Ch96].

Definition 10.1.3 Assume S is an evaluation sequence. We call S a fully-
varied sequence if and only if all hypotheses cohering with S are cofinal in S.

The idea of a fully varied evaluation sequence can be described as follows.
If there are stable elements in the revision sequence, then there are hypotheses
h € XP that are cofinal in S. Although it seems to be the case that this can
solve the problem caused by the Truth-teller circle, the proposed definition
does not work because there is no a priori condition that determines whether an
element is stable or not. Consider again the Truth-teller circle: it is clear that
there are revision sequences that make the sentences of the Truth-teller circle
stably true (or stably false), but there is no reason why the evaluation sequence

SCF. [Ya93).
TCf. [Ch96]. Although not explicitly, even in [GuBe93], this solution was already proposed.
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that assigns an unstable extension should be dismissed. It is vacuously true
that every hypothesis that coheres with S (i.e. all hypotheses), is cofinal in S
(under the assumption that occurring and unstable hypotheses are repeated
over and over again). We need to add some more restrictions.

The problem in the above considerations lies in the fact that all properties
of hypotheses are defined relative to a specific evaluation sequence. This special
evaluation sequence cannot have properties determining every possible evalu-
ation sequence, in which certain elements can be stable. But this is precisely,
what we need. We want an restriction that forces the evaluation to respect
stable elements in other revision sequences. What is necessary to introduce as
a restriction is some higher-order object that suffices to refer to more than one
evaluation sequence. In order to make this idea precise, we use the revision
rule p : XP — XP that determines every possible revision sequence. The
following definition correlates coherence of a hypothesis to a restriction that is
satisfied by every revision sequence.

Definition 10.1.4 Assume p: XP — XP is a revision rule. A hypothesis h
coheres with p, if and only if for all d € D and for all x € X it holds: if there
is at least one revision sequence S', such that d is stably x in S’, then for every
cofinal hypothesis in S, h(d) is stable.

The idea of this definition is to consider evaluations where elements of D
become stable if they can be evaluated as stable in all revision sequences. The
next definition clarifies what we mean by the concept that a revision sequence
S is varied. This concept will finally be used in order to fix the problem of the
Truth-teller circle.

Definition 10.1.5 (i) Assume p : XP — XD is a revision rule. We call a
revision sequence S varied if and only if all cofinal hypotheses of S cohere with p.

(i) An evaluation sequence is called appropriate for a theory of truth if and
only if all evaluation sequences are varied.

Remark 10.1.1 It is quite obvious that the requirement that all evaluation
sequences must be varied suffices to guarantee that the problems described in
Example 9.1.5 do not occur. The intuitively incorrect analysis that in a certain
revision sequence the Truth-teller circle can be unstable was caused by the
choice ¢ is true and v is false (or vice versa) in the initial hypothesis and the
same choice (or the reverse choice) at limit stages. Precisely these choices of S
are no longer possible in appropriate evaluation sequences, because all cofinal
hypotheses in S do not cohere with p.

Although the described modification solves the problem of the Truth-teller
circle, it implies that there is no evaluation of a sentence (or set of sentences)
where we get a T'F'N-capricious analysis (as well as other analyses like the
T N-capricious ones). This is stated by the next fact.



10.1. PROBLEMS OF GUPTA-BELNAP SYSTEMS 219

Fact 10.1.6 Assume p : XP — XP is a revision rule. If every evaluation
sequence is varied, there are no examples for TEF N -capricious, TN -capricious,
and F'N -capricious phenomena.

Proof: Without loss of generality, assume there was an example ¢ for a
T F N-capricious sentence. Then, there is a varied evaluation sequence .S, such
that all reflexive hypotheses are unstable. Therefore, all cofinal hypotheses
do not cohere with p. Hence, there is no evaluation sequence S’, such that
¢ is stable in S’. This is a contradiction to the assumption that ¢ is T FN-
capricious. The same argument can be used in order to show that there are no
T N- nor F'N-capricious phenomena. g.e.d.

Remark 10.1.2 (i) Fact 10.1.6 shows that the proposed solution limits the
possible analyses of examples in a very important respect. Whereas one
advantage of revision theories in comparison with fixed point approaches is
that revision theories allow a finer distinction of the pathological behavior
of certain problematic sentences, precisely this advantage is lost by fixing
the problem using varied evaluation sequences. The philosophical question is
whether we need the finer distinction between pathological sentences at all. A
decision of this question is dependent on the particular application and can
vary from case to case.

(ii) From a complexity theoretic perspective the complexity of the systems
increase by requiring that all evaluation sequences are varied. In recent work
by Philip Welch, it is shown that membership to the categorical truth set
becomes a Hil,) concept, i.e. this relation is even more complex than the systems
S* and S# .8

With respect to an intended solution to find a theory of truth that deals in
an appropriate way with pathological sentences, the question whether it should
be possible to find examples that are sometimes stably true but sometimes
unstable, is difficult to answer. In one respect, the classical pathological
examples are examples for biconsistent phenomena (7' F-capricious), unstable
phenomena (paradoxical phenomena), and stable sentences. A good and undis-
puted example for a T N-capricious sentence is hard to construct. Consider,
for example, the following sentence 1 where A is the Liar sentence and ¢ is the
Truth-teller.

(7) ¥ =T(¢) VA

Perhaps (7) is an example that can naively be considered as T'N-capricious.
It is not easy to argue for such an interpretation, but it goes along the following
lines. The Truth-teller sentence is a T F-capricious example and the Liar

8Cf. [L6Weoo] for further information.
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sentence is unstable. The disjunction of the two sentences could therefore be
interpreted as a sentence that is either stably true or unstable (in the case
that the Truth-teller is stably true and the Liar sentence is unstable). An easy
calculation shows that ¢ is stably true in every evaluation sequence, although
(7) includes the Liar sentence. The problem with the above interpretation
of (7) is that we interpret the disjunction in a misleading way: we cannot
hope that a disjunction combines two disjuncts with a fixed meaning. The
disjunction is a connective that respects the relation between the disjuncts:
notice that a tautology of the form pV —p is only a tautology, because the truth
value of the first disjunct is true precisely when the second disjunct is false and
vice versa. It is not true that the first disjunct is valid or the second disjunct
is valid. We will see this misleading interpretation of logical connectives again
in Subsection 10.1.4.

In the next subsection, we will reconsider the modified Gupta puzzle again
and mention the solution that was proposed by Chapuis.

10.1.3 The Modified Gupta Puzzle

The second problem we mentioned in Section 9.1 was the modified Gupta-
paradox (compare Example 9.1.8). According to our intuitive reasoning
concerning that example, we want ¢; to be true, ¢o to be false, and 1 to
be true (because ¢ expresses a logical truth provided Tarski’s biconditionals
hold). Intuitively, these sentences should have stable truth values. But we
found that there is an initial hypothesis that makes the w revision sequence
unstable. If we do not modify the possible choices of the hypotheses of the
unstable elements in the limit steps, then we have the similar problem as in
Subsection 10.1.2, namely an example for a T'N-capricious set of sentences,
although intuitively the set of sentences should be stable.

Chapuis’ proposal for a solution of this problem is similar to his develop-
ment of the modified evaluation sequences concerning the Truth-teller circle.
We simply require that every evaluation sequence must be a varied revision
sequence. That means that the unstable behavior of a revision sequence S as
described in Example 9.1.8 cannot occur in an evaluation sequence, because
such a sequence is not varied. This solves the problem.

Whereas one can imagine that it is possible to argue against the TF-
capriciousness of Example 9.1.5 (at least this seems to be conceivable, because
after all the Truth-teller circle is a pathological example), it is without any
doubt clear that Example 9.1.8 should be interpreted as a categorical exam-
ple. Precisely this is achieved by the usage of varied sequences. The question
whether the consequence, namely that T'F N-capricious phenomena (as well as
T N-capricious and F' N-capricious ones) are totally banned by this analysis, is
acceptable or not remains still open.



10.1. PROBLEMS OF GUPTA-BELNAP SYSTEMS 221

10.1.4 Further Problems

Fixed point theories have the advantage to provide a framework in which a truth
predicate can be defined in the object language. The price we have to pay is
the increase of the number of possible candidates for such a truth predicate (in
general there are infinitely many). The possibility to define truth predicates in
the object language has as a consequence that we need to determine which fixed
point shows the intuitively right properties. At first sight, revision theories do
not cause a similar problem because relative to a given semantical system and
a given revision rule (and perhaps relative to a certain restriction of evaluation
sequences like the ones described in Subsection 10.1.2 and in Subsection 10.1.3),
it is clear that also in revision theories we are forced to make a choice: The
properties of the truth predicate are dependent on the semantical system we
are working in. Additionally, dependent on the particular application, we can
modify the restrictions on evaluation sequences in order to prevent counterin-
tuitive analyses. This was the strategy to solve the Truth-teller circle and the
modified Gupta puzzle. Because of these alternatives we have - quite similarly
to the presented fixed point theories - infinitely many choices between the S,
systems, the stronger S* and S# systems, and special additional features that
restrict more or less possible evaluation sequences. So far, Gupta-Belnap sys-
tems do have a very similar property as fixed point theories we examined in
Part II. Dependent on the particular application we are interested in we are
forced to adjust the theory appropriately.

Similarly to the fixed point theories the following question arises: what are
sufficient and necessary conditions in order to choose a particular semantical
system (or a particular form of an evaluation sequence) in an application. Argu-
ments like the ones stated in Subsection 10.1.2 and Subsection 10.1.3 can help
to choose an appropriate form of evaluation sequences. Concerning the choice
of the appropriate semantical system, it is clear that for many applications
even finite systems suffice. Only for applications where higher-order concepts
are needed (as for example in many applications in the field of mathematics)
we need to refer to the systems S*, S#, and S,,. Only these systems are strong
enough to define second-order concepts.

In a certain sense, revision theories are more flexible in choosing the
appropriate systems. Specifying a particular semantical system for a certain
application is easier than specifying a particular fixed point. The reason for
this is the fact that only some fixed points are real alternatives for a choice
(for example the minimal fixed point, the maximal intrinsic fixed point, or
one of the maximal fixed points), whereas for many fixed points it is hard to
specify which kind of properties they have. In contrast, revision theories can
be strengthened or weakened appropriately without changing the general idea
behind the modeling.

It is important to notice that revision theories as developed in this part
preserve (classical) logical tautologies. As a consequence of this fact a sentence
like (8)(i) is stably true in all semantical systems. The following example 8(ii)
is the formal representation of (8)(i).
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(8)(i) The Liar sentence is true or the Liar sentence is not true.
(ii) T(N) VTN

The fact that revision theories are able to preserve logical tautologies was
one of the main motivations of the development of the theory. A possible criti-
cism is that (8)(i) is valid although neither of the two disjuncts is true. Yablo,
in [Ya85|, argues along the line that the validity of (8)(i) is counterintuitive.
Furthermore, he claims that this makes the meaning of disjunction mysterious.
As Gupta and Belnap in [GuBe93] point out, it is very obscure to criticize the
preservation of logical tautologies because the absence of logical tautologies
was also criticized in fixed point theories. Moreover, (8)(i) is counterintuitive
if one interprets the disjunction in the following way: either the first disjunct
is valid or the second disjunct is valid. This is definitely wrong in an ordinary
usage of logical disjunction.’ It seems to be the case that the intuitions
of different authors vary. Assuming the classical understanding of logical
disjunction should guarantee that Yablo’s criticism is on a very weak basis.

The next section deals with the ontological assumptions revision theories
need to adopt. In particular, we will consider the impact of class-like objects
in revision theories concerning their philosophical implications.

10.2 Ontological Assumptions

In this section, we will consider necessary ontological assumptions for a devel-
opment of revision theories. The advantage of revision theories in comparison
with fixed point approaches is the fact that a classical two-valued logic can be
preserved. Furthermore, there is no syntactic restriction blocking pathologi-
cal sentences like in Tarski’s approach. In order to prevent inconsistencies in
Gupta-Belnap systems, it is necessary to introduce a semantics that is an ex-
tension of classical model theory. This semantics is needed for the evaluation
of sequences of hypotheses of length ORD in the case that we work in S# or
S* (which are interesting systems for many applications).

We consider two aspects of ontological assumptions. First, we will examine
whether sequences of hypotheses of length O RD are needed and second, we will
examine to a certain extent the status of higher-order concepts that play a role
in Gupta-Belnap systems. Finally, some remarks concerning the sentence vs.
proposition distinction concerning the bearers of truth are added.

9The criticism has a certain similarity with the criticism of intuitionists concerning classical
logic: the principle of the excluded middle is classically valid even if we neither can prove the
first disjunct nor the second disjunct. This is not acceptable for an intuitionist. Clearly, this
type of criticism cannot be rejected by the proposed analysis.
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10.2.1 Sequences of Hypotheses

In our considerations of the semantical systems S* and S#, sequences of
hypotheses have transfinite length, in many cases they are of length ORD.
That means that theses sequences are no longer elements of ZFC' but each
revision sequence is a proper class. This is not a very satisfying result if we take
a perspective that considers ontological assumptions. Fortunately, McGee’s
Theorem (compare 8.2.2) guarantees that every reflexive hypothesis relative to
a given revision rule p : X — XP can be transformed into an a-reflexive
hypothesis where o < max{|D|, |X|,No}, i.e. where a is bound by the size of
the model. That means that restricting our attention to countable domains
D and countable sets X it suffices to consider simply countable sequences of
hypotheses.

McGee’s Theorem shows that for a practical application of Gupta-Belnap
systems, it is most times sufficient to examine countable revision sequences.
Considerations of revision sequences that have length ORD can be avoided in
most cases. Even reflexive hypotheses of infinite but countable length are not
often needed. Consider again the behavior of the Liar circle 9.1.4 of length
2. We saw in Example 9.1.4 that the Liar circle is unstable for every initial
hypothesis. Because the occurring reflexive hypotheses have finite length it is
sufficient to consider finite systems. Consider the definition of the much weaker
Gupta-Belnap systems S,,.

Definition 10.2.1 (i) Assume L is a given language, MM is a given classical
model, and let p : XP — XP be a revision rule. A hypothesis h € XP is
called n-reflexive iff p™(h) = h.

(i1) Assume L is a given language, M is a classical model, and ¢ € Lt =
LU{T}. ¢ is valid in M in S,, if there exists a natural number p € N for all
n-reflexive hypotheses h, such that ¢ is valid in 9+ h. We denote the relation
@ 1s valid in M in S, by the expression M =, ¢.

Given Definition 10.2.1, we can test the behavior of the Liar circle of
length 2 in S,. This is easy to do and we find precisely the same result as
in the general case where we consider (arbitrary) reflexive hypotheses. For
the practical application of revision theories concerning the classical Liar-like
sentences in natural languages, this shows that we do not need the ontological
problematic entities that have transfinite length. In other words, we can model
the Liar sentence with finite means.

Clearly, one can construct examples that cannot be appropriately repre-
sented and analyzed in the finite systems S,,.'° For example, what happens
with (Liar-like) circles of infinite length? Intuitively, here the situation is dif-
ferent, because sometimes we cannot find appropriate reflexive hypotheses of

1'We saw already examples in Section 8.2.
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finite length. The following example examines the behavior of such an infinite
circle of length w.

Example 10.2.1 Consider the following Liar-like circle:

¢1 = T(ow)
¢2 = T(1)
¢3 = T(¢2)
¢(:d - _“T((Zél)

Fasy considerations show that this circle is unstable in every revision sequence.
The reflexive hypotheses have length w. This implies that the above transfinite
circle shows an unstable behavior in S* and S#, hence the circle shows a
Liar-like behavior. Moreover, because there are no n-reflexive hypotheses (for
n € N), the evaluation of this infinite circle yields the result that the circle
is simply false: The evaluation takes place simply in the given ground model
M and in M, Liar-like circles cannot be evaluated as true. A more refined
examination of this kind of pathological behavior (i.e. unstable behavior with
reflexive hypotheses of length w) is not possible in finite systems S,,. Conclude:
the usage of the infinite systems S# or S* are appropriate here.

The last example shows quite clearly that sometimes there is the need for
systems stronger than the ’finite’ Gupta-Belnap systems S,,. Finite sequences
of hypotheses cannot capture all the interesting features of certain examples.
Additionally, the proposed solutions for the modified Gupta puzzle (compare
Example 9.1.8) in Subsection 10.1.3, and the possible ways to fix the counter-
intuitive analysis of this example, leads us to the concept of varied sequences
of hypotheses. Here, again it seems reasonable to assume that we need systems
stronger than the finite S,, systems.

On the other hand, a number of applications can be correctly modeled and
analyzed in revision sequences of finite length. Uncountable languages, where
uncountably many infinite revision sequences necessarily have to be examined,
do not play an important and prominent role in most linguistic and philosoph-
ical applications.

What does this mean for our question concerning the ontological strength
of revision theories? Clearly, one cannot work exclusively in finite systems.
Hence, the case in which the models are bound by a countable cardinal number
is probably the most important one. For some rare applications it can be
necessary to use uncountable models, but they should not occur very often.
It is important to emphasize that it is for nearly all reasonable applications
possible to work in classical set theory without reference to proper classes.
In this respect, revision theories require simply classical set theory from an
ontological perspective.
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We can conclude that it is possible to restrict the length of the sequences
of hypotheses most times. Whether this can be done in a finite way, in a
countable or uncountable way, depends on the specific application. In general,
that should not create too much trouble. As long as we are not forced to work
in revision sequences that are themselves classes and no longer sets, we should
accept this. Another problem is whether the picture that is presented by
revision theories really captures an intuitive idea of how humans reason when
they deal with pathological sentences, belief revisions, or common ground
phenomena. Here, the picture of an infinite being that revises hypotheses
infinitely often is not very plausible. It seems to be the case that revision
theories are relatively good models for a representation of circular phenomena,
but they do not tell us anything about the way humans reason about circularity.

In the next subsection, we shall add some remarks concerning higher-order
objects that are used in revision theoretic accounts.

10.2.2 Higher-Order Concepts

Theories of grammar are good examples for the development that more sophis-
ticated and better theories can result in an increase of the complexity of these
theories. As a side-effect more complex theories are generally using higher-order
concepts that did not play any role in the original theories. This becomes obvi-
ous by considering the development from classical phrase structure grammars,
via Chomsky’s Government and Binding Theory to modern theories of grammar
like HPSG. Important is to notice that the complexity of these theories increase
from contextfree phrase structure grammars via mildly contextsensitive gram-
mars'! to the non-decidable grammars like HPSG (at least in the non-restricted
version of HPSG)!2.

The development from fixed point approaches to revision theories show a
very similar behavior. Whereas, fixed point theories as described in Part II of
this work are obviously inductively defined, and therefore have complexity IT},
Gupta-Belnap systems are of higher complexity. As we saw, the complexity of
validity is IT3. As a consequence of this, we are forced to work with higher-order
objects like the collection of all infinite sequences of hypotheses where under
certain circumstances every single element of that collection is itself a proper
class. Furthermore, the definition of revision theories necessarily requires quan-
tifications over collections of models, higher-order predicates like the property
to be a revision sequence or the property of being a reflexive hypothesis in a
revision sequence, only to mention some of these higher-order objects. What
consequences does the usage of higher-order objects have concerning ontological
resources?

First, it should be mentioned that the definitional strength of a theory has
important consequences for the theory itself: whereas many first-order theories
have the nice property to be decidable this is no longer true for higher-order

HCf. [KoMa99].
12Cf. [PoSa94].
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theories. Similarly in the revision theoretic case, the infinite Gupta-Belnap
systems S* and S# are not decidable, and as we examined in Section 8.3, they
are even not recursively axiomatizable.

Whether Gupta-Belnap systems are considered as a theory that is appropri-
ate for modeling the truth concept, depends on personal attitudes: either the
cognitive truth concept is itself non-decidable or the correspondence between
the truth concept and the modeling of it using revision theories is only a weak
correspondence, not a strong equivalence. Intuitively, the first reading (namely
a weak correspondence between the truth concept and Gupta-Belnap systems)
is a more attractive reading, because we need not to explain why cognitive
abilities exceed the principal border of computability. In the second reading,
we need to give reasons how this can be possible at all. Whether a theory
exists that yields results as good as revision theories, but uses weaker resources
(in the best case decidable resources) remains an open question.

Another question concerning higher-order objects (as for example transfi-
nite revision sequences in comparison with finite revision sequences) is how the
difference between finitely many revisions and a transfinite number of revisions
can create a difference at all because human capacities and human reasoning are
limited to a finite number of revisions. In other words: it is absurd to consider
the possibility that human reasoning concerning the pathological behavior of a
sentence (or a set of sentences) is performed by an infinite number of revisions.
Why is there a difference between the systems S,, and S* at all (and similarly
between the S,, systems and the system S# as well)? And why can we easily
understand that difference?

A possible explanation is analogous to an explanation why human cognitive
capacities are able to deal with infinite objects in mathematics: we can tran-
scend the reasoning about infinite objects by specifying properties, shortcuts,
and variables for infinite processes. In fact, human capacity is able to reason
with finite means about infinite objects and infinite operations. As well as we
can transcend infinity, we can transcend the concept of truth (which is not a
finite concept) with finite means. Clearly, this is far away from a concise thesis
how human capacities can deal with infinity, but it is an intuitively plausible
claim that there are similarities between these two capacities.

10.2.3 Sentences versus Propositions

As in Subsection 6.4.3, we can ask which entity is the bearer of truth. Stan-
dardly, in revision theories as well as in fixed point approaches, it is assumed
that the bearers of truth are sentences. This makes it easier to apply Gupta-
Belnap systems to a particular phenomenon provided contexts need not to be
considered. Whether this strategy is appropriate from a wider and more general
perspective remains an open question.

As we saw in the considerations concerning fixed point approaches and as
we will see later in Chapter 16, there are strong reasons for assuming that an
adequacy condition for a formal theory of circularity is the possibility to extend
that theory to an account that can represent propositions as well. Whereas this



10.3. HISTORY 227

is a problem for fixed point theories, we saw in Section 9.4 that in principal
there are no a priori reasons for the impossibility of such an extension in the
revision theoretic case. Clearly, the problem of how to define such a theory in
detail, as well as the fact that there are a lot of open problems concerning a
general theory of propositions, does not simplify the situation. Whereas the
fixed point approach seems to prevent an introduction of propositions, Gupta-
Belnap systems do not block this extension on a principal level. In this respect,
revision theories are the more flexible accounts towards a theory of circularity.

10.3 History

The claim that the strengthened Liar sentence provides a problem for revision
theories was claimed in [Ca86], [Pr87], [Bre92], and [Ma96]. In Gupta and
Belnap’s monography [GuBe93|, one can find a good discussion of this point.
Our presentation of the strengthened Liar here is very close to the discussion
there. Problems concerning the Truth-teller circle and the modified Gupta puz-
zle were mentioned in [Ya93]. A proposal for a solution was described in [Ch96].
In [GuBe93|, a discussion concerning logical tautologies and the evaluation of
these tautologies in revision theories can be found. Which ontological entities
must be assumed in order to develop a particular theory as well as the question
which entity is the bearer of truth are prominent questions in the field of truth
theories in general. With respect to revision theories, the author does not know
any discussion of these aspects, although they are important because of the
non-standard objects used in revision theoretic approaches.
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An Alternative to ZFC and
the Theory of Coalgebras

229






Chapter 11

The Non-well-founded
Universe

Classical ZFC set theory was developed in order to avoid certain objects that
yield inconsistencies. The classical example is the restriction of the full compre-
hension axiom. Another example is the foundation axiom. This axiom prohibits
the existence of sets that contain themselves. For example, a set a that satisfies
the condition a = {a} simply does not exist in ZFC. It is not a priori clear why
this restriction is appropriate for a reliable and expressively powerful theory of
sets. Clearly, there is no simple answer or argument for or against the attempt
to develop a theory of non-well-founded sets.! We will be able to give some
arguments concerning this more philosophical question later. In this chapter,
we will develop a set theory that allows the existence of sets that contain them-
selves as elements. Consistency of the resulting theory will be preserved relative
to the consistency of ZFC. In other words: if ZFC is consistent, then the new
non-well-founded set theory is consistent, too.

We will be quite explicit in formulating the relevant notions and concepts
in the following. One reason is to provide the necessary prerequisites for the
further development in this part of the present work. Another reason is the
fact that most readers are probably not very familiar with non-well-founded
set theory. Nevertheless, a full discussion of all relevant implications of the
development concerning the basic theory of non-well-founded set theory is not
possible here.

11.1 Preliminaries

In this section, we will consider some elementary definitions and facts concern-
ing ordinary set theory with urelements. Urelements - considered as objects
that are not sets themselves but can be used in order to generate sets - are
rather uncommon in classical set theory, because they are nearly almost super-
fluous to provide a basis for classical mathematics. The objects mathematicians
commonly use in their theories are usually entities like numbers, spaces, fields,

"We sometimes call non-well-founded sets hypersets. The two notions are assumed to be
coextensional.
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functions etc. For all these objects it is not necessary to introduce urelements.
In general, these objects can be represented using sets that are constructed
from the empty set. For our purposes this is not sufficient, because we want
to model ’real-world’ phenomena. That’s the reason why we will work in set
theory with urelements.

11.1.1 Basics

We begin our examination with some remarks concerning ZFC set theory. A
full discussion of the axioms of ZFC' (Zermelo-Fraenkel set theory with the
axiom of choice) is not possible in this chapter. Only the most important
properties and constructions will be mentioned. If the assiduous reader is
interested in further developments and properties of classical ZFC set theory,
he is encouraged to consult well-known introductions into and monographs of
the field of axiomatic set theory. Examples of readable books about ZFC' are
[Su60, De93], and [Mo94]. The standard (but quite advanced) reference for ZFC
is [Je78]. Our representation of classical set theory as well as our treatment of
the theory of hypersets is very close to the monograph [BarMo96]. This work
presents the important ideas of non-well-founded set theory and additionally
contains a lot of applications in the fields of mathematics, computer science,
philosophy, and logic.

We need to introduce some basic definitions. An important concept of set
theory is the idea of operations on sets. It is not sufficient simply to speak
about sets. At least as important as to know which kind of sets there are is to
know which kind of operations are defined on these sets. Operations enable us
to generate new sets, if certain other sets are given. One of the basic concepts
is the concept of an ordered pair of two sets. The following definition makes
this concept precise.

Definition 11.1.1 (i) An ordered pair (a,b) where a and b are not necessarily
sets is defined as the following set theoretic object:?

(a,b) = {{a},{a,b}}

(ii) We define equality of two ordered pairs (a,b) and (c,d), provided that a,b, c,
and d are sets as follows:

(a,b) =(c,d) & a=cand b=d

We can interpret the concept of an ordered pair as a possibility to code
complex expressions set theoretically. Notice that the set coding an ordered
pair has a deep structure and is not flat.

It is possible to define more complex mathematical objects, such as relations
and functions using ordered pairs. We can view functions and relations as sets
consisting of pairs that satisfy certain conditions in the case of functions.

2 An equivalent representation is: (a,b) = {{b}, {a,b}}.
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Definition 11.1.2 (i) A relation R is a set X, such that every element of X
is an ordered pair of sets.

(i) A function f is a set' Y, such that every element of Y is an ordered pair
of sets with the additional property: if (a,b) € Y and {(a,c) € Y, then it holds:
b=c.

In a more familiar notation Definition 11.1.2 means: if f(a) = b and
simultaneously f(a) = ¢ then b = ¢, i.e. every argument in the domain of a
function f is mapped via f to a unique value in the range of f. That is the
standard definition of a function.

The presented definitions of functions and relations are relatively abstract,
because there is no domain or range explicitly specified. Clearly, the domain
can be reconstructed by collecting the first argument of the pairs. Similarly
this can be done for the range. In classical analysis, functions are usually
defined on numbers. The basis on which arbitrary numbers can be coded as set
theoretical objects are natural numbers. John von Neumann defined natural
numbers as transitive, well-founded, and linear sets. His construction can be
viewed (for the finite case) by the following ’definition’:

0=190
1 = {0} = {0}
{071} = {@7

{03}

The general idea of the construction is the following one: take a particular
set x (in our case the empty set) and associate it with 0. Then, the successor
number of x is calculated by the application of the power set operation. That
process can be repeated. An alternative definition of the natural numbers is
the following construction (that is due to Zermelo):

0
1
2

0
{0} = {0}
{{0}} = {{0}}

We do not consider the transfinite case of von Neumann’s (or Zermelo’s)
construction. Natural numbers can be extended to the theory of ordinal
numbers. Similarly to the case of natural numbers it is possible to define an
arithmetic on ordinals. Good introductions into the subject of ordinals are the
books [Si58, Je78], and [Su60].

Given the natural numbers, how can we define integers as set theoretic
objects? The standard account is to associate integers with pairs of natural
numbers. The following definition makes this precise.
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Definition 11.1.3 (i) Assume the natural numbers N are given by
von  Neumann’s construction. Consider the collection of all pairs
Z = {{(a,b) | a € N A b € N}. Define an equivalence relation = on
pairs (a,by € Z as follows:

B a—b=c—d : a>bAc>d
(a,b) = (c,d) < {b—a:d—c a<bhe<d

(ii) Define an operation + on Z according to the following condition:
{(a,b) + (¢,d) = {(a+ ¢, b+ d)

Remark 11.1.1 (i) One can easily check that the defined relation = is an
equivalence relation on Z. Furthermore, addition + is well-defined and has
precisely the intended meaning.

(ii) The above construction can be extended to rational numbers as well, where
pairs of integers represent rational numbers. This is a standard and well-known
construction and will not be introduced here.

The operations Cartesian product, union, intersection, power set operation,
and set theoretical difference are defined in Chapter 1. Some of these operations
will be reconsidered in Subsection 11.1.3 when we will examine the axioms of
set theory. We refer the reader to this subsection for further information. We
mention only the general idea of such a justification. The power set operation
and the union operation can be justified directly by the corresponding axioms of
set theory. For other operations we need a combination of several axioms. For
example, the Cartesian product is justified because of the power set axiom, the
paring axiom, and the separation axiom. More precisely, the following relation
holds:

Ax B C p(p(AUB))

Because of its importance we mention a special union operation where we keep
in mind from which set one got a particular element: the so-called disjoint union
of two (or more) sets. The motivation for this kind of operation is that it is
sometimes necessary to be able to reconstruct whether an element of the union
of two sets a and b originates from a or from b. We can model this idea of a
disjoint union of two sets a and b by the following construction:?

a®b= ({0} x a) U({1} x b)

In the next subsection, we will introduce transitive sets. This concept will
occur in many applications of set theory.

3Notice that the Cartesian product of sets is not associative.



11.1. PRELIMINARIES 235

11.1.2 Transitivity

A very important concept in set theory (as well as in other branches of math-
ematics) is transitivity. In our context, transitive sets will be considered. Ad-
ditionally, we need the concept of the transitive closure of a set. The following
definition introduces the concept of a transitive set.

Definition 11.1.4 Assume a set a is given. We call a transitive, if the follow-
tng condition holds:

(Vb)(Ve) : (ceb ANb€Ea — c€a)

There are equivalent definitions specifying this property of sets. To become
familiar with the concept of transitivity we state the following proposition that
associates three variants of this property.

Proposition 11.1.5 Assume a is a set. Then the following properties (i) -
(i1i) are equivalent:

(i)  (Yb)(Ve)(ceb ANbea — c€a)

(ii)  (Vb)(bea — be pa))

(i) UaCa

Proof: 7 (i) < (ii)”: The following equivalences show that (i) and (ii) are
equivalent.

(Vb)(Ve)(cebAb€Ea— c€a)
& (V) (Vo)[(b € a) — ((c €b) — (c € a))]
< (W[ € a) = (Ve)((c€b) = (c € a))
& (W)[(bea)— (bCa)
< (W[ ea)— (be pla))]

”(i) < (iii)” The following equivalences show that (i) and (iii) are equivalent.

(Vb)(Ve)(ceb AN bea — c€E€a)
& (Wb a) — (Fo)(ceb) - (c € a))
& (W[bea)—{c|ceb} Cd
& {clcebforbea}Ca

= Uaga

This suffices to show the claim of the proposition. g.e.d.

We will introduce an important operation on sets which is closely related
to the transitivity of sets, namely the transitive closure of a given set a.* The

“Instead of transitive closure, sometimes authors use the notion ’transitive hull’.
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transitive closure of a set a (usually denoted by T'C'(a)) is the smallest transitive
set which includes a. Intuitively, there are two possibilities of defining the
transitive closure. The first possibility is to define it 'from above’, the second
possibility is to define it *from bottom up’. The following definition corresponds
to the idea to define the transitive closure from bottom up using essentially an
inductive process.

Definition 11.1.6 The transitive closure TC(a) of a set a is defined as follows:

TC(a) :U{a,Ua,UUa,...}

In order to associate the definition of transitive closure with Definition
11.1.6, we state a further proposition.

Proposition 11.1.7 Assume a is a set. Then it holds: a is transitive iff a
satisfies the following condition:

TC(a) = ﬂ{:v |a Cx A xis transitive}

Proof: Let a be an arbitrary set. First, we show that

TC(a) = ﬂ{l’ |a Cx A xis transitive}

implies that a is tramsitive. An easy consideration shows that the inter-
section of transitive sets preserves transitivity. Therefore, if there are any
transitive sets which include a, then the above condition guarantees that
there is a smallest transitive set including a. Therefore, we have to show
that there is at least one such transitive set which includes a. To show
this, assume = € (J{a,Ja,UUJa,...}. Then, by definition there is a nat-
ural number n € w, such that z € (J"a. Let y be in . Then, it holds
y € U a. Hence, it holds y € U{a,Ja,JUa,...} as well. In other words:
TC(a) =U{a,Ua,UUa,...} is transitive. Because a C |J{a,Ja,JUa,...},
it must be the case that T'C(a) is a transitive set which includes a. This shows
that the above construction is well-defined.

In order to show the other direction, it remains to show that (J{a,Ja,JUa,...}
is the smallest transitive set including a. This can be proven by an easy
induction: assume b is a transitive set which includes a. For n = 0 we
have: a C b by assumption. Assume it holds for n € w: [J"a C b, then
UU"a) € Ub C b. Therefore, for all n € w we have |J"a C b. Conclude:

TC(a) =UHa,Ua,UUa,...} CDb g.e.d.

The non-well-founded set theory we will describe in this chapter has an
additional feature that is in general not included in ordinary set theory: we
are enabled to form sets that consist of objects that are non-sets themselves.
All objects that can be members of a set but are themselves non-sets, are
called urelements. We denote the proper class of these objects by U. The
question arises whether it is necessary to assume the existence of a proper class
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of urelements in order to develop the intended theory of non-well-founded sets.
In fact, there is no a priori reason for this assumption. It is simply easier to have
in all possible situations enough urelements left that can be used for further
constructions.’

Because of the existence of urelements we have that not every element of a
given set is necessarily itself a set. This is quite unfamiliar at first sight, but
it does not cause any structural problems. Furthermore, it is useful to define
a function (operation) which provides new urelements. Given a set a and a
collection of urelements b € U the expression new(a, b) denotes a new urelement
that is not contained in b. Additionally, we will require that this function new
is injective with respect to the first argument. Formally, we can state this
precisely in the following definition.

Definition 11.1.8 There is a function new(a,b), such that the following two
conditions (i) and (i) hold:

(i) for all sets a and b with b CU: new(a,b) € U —Db
(ii) For all sets a,a’,b with a # o' and b CU: new(a,b) # new(d’,b)

Urelements are not standard in classical ZFC set theory. Justifications for
the introduction of urelements will be given by applications of non-well-founded
set theory on the one hand and by the development and generalization of the
theory of hypersets in this chapter and in later chapters on the other. From
an intuitive point of view it is clear that we would like to be able to model
'real-world’ phenomena and not only mathematical entities. Because of this
fact urelements are needed.

Given a set a it is sometimes important to know, which urelements are
‘involved’ in a. Therefore, we introduce the concept ’support of a given set
a’, which is a first application of the transitive closure of a set and can best
be described as follows: collect all elements that are somehow embedded in a.
This collection is called support of a. The support operation on sets will be
used quite extensively in the following.

Definition 11.1.9 The support of a set a, is defined as follows:

support(a) =TC(a) N U

Definition 11.1.9 allows us to specify the urelements that are embedded in a
particular set. Notice that in set theory without urelements it is not necessary
to introduce a corresponding operation, because all objects embedded in a
given set are necessarily sets.

The next subsection gives an overview of the axioms of ZFC. Because we
develop a universe that includes non-well-founded sets our axiomatic theory
will differ slightly from ZFC set theory.

5A further reason is to be able to speak about the real world in possible applications of
the theory of hyperets.
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11.1.3 Axioms

The main interest in this chapter is the development of a theory of non-well-
founded sets. Therefore, the foundation axiom (that holds in ZFC) must be
replaced, because it blocks the existence of reflexive sets, i.e. sets that are
included in themselves. The strategy we will follow is to cancel this axiom and
to introduce a certain kind of anti-foundation axiom. This was originally the
account in [Ac88| (although Aczel proposed a variety of different versions of
anti-foundation axioms). Before we will develop this idea further some facts
concerning the classical foundation axiom and classical ZFC set theory must be
examined.

We begin with the foundation axiom and some properties of this axiom. The
idea is to require for every set in the universe that it contains a minimal element
with respect to the € relation. Usually, the foundation axiom is formulated as
follows:

Va(a#0 — Jz(x€a AN Vyecalyex — y¢a)))

An equivalent representation of the foundation axiom can be given by the fol-
lowing formula:®

Va(a# 0 — Fz(z€ea AN zNa = 0))

Intuitively, a set a is well-founded if it contains an element x that is in a certain
sense minimal. We cannot find another element y of x that is contained in a.
An immediate consequence of this fact is that there is no descending sequence
of elements of a set a which is infinite. Assuming the axiom of foundation the
following formula holds:

—(Jada13ag...: (... €ap Eapn_1 € ... €ay € aj € a))

Notice that every circle of the form a € by € by € ... € b, € a implies that there
is a reflexive set. Using the transitivity of € we can deduce immediately that it
holds a € a which is impossible provided the foundation axiom holds. Hence,
under the assumption that foundation is true we can prove the following claim:

—(3a3da13az...3an: (... €ap €an-1€...€a1 €aca, €...))

There are a few more facts that can be proven using the foundation axiom.
The following properties give an idea which statements are directly implied by
the foundation axiom. Notice that in the non-well-founded set theory we will
develop later these formulas do not hold in general.

Fact 11.1.10 Provided the foundation axiom holds the following statements
are provable.

5The equivalence of the two formulations can be easily checked.
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(1) Va(a & a)

(i) =3aIb(a € bAD € a)

(iii) Va(a Caxa — a=10)

(iv) Ya¥b¥e(a = (b,c) — a#bANaFcANagbAadc)

Proof: Proofs of the statements (i) - (iv) can be found in most textbooks
of set theory. We do not show these facts here. g.e.d.

In the following, we will consider other axioms of set theory. The basic mo-
tivation of the axiomatic approach of ZFC set theory is the attempt to give an
answer to the question: "What are sets?’ Far from claiming to give a satisfac-
tory answer to this deep and controversial question, nevertheless, the axiomatic
approach fits into a rational discussion of this question. In the following, we will
give an overview which axioms are used in set theory and what the motivation
for such axioms really is.

(i) Axiom of Extensionality: Assume two sets a and b are given. We
would like to specify criteria in order to be able to decide, whether the
two sets are equal, or not. Intuitively, two sets are equal, if they contain
the same elements. That is exactly what is stated in the so-called axiom
of extensionality.

(Va)(¥b)(Ve)(a=b <« (c€a«—ced))

It should be mentioned that the equivalence relation in the above axiom is
not necessary, because the left-to-right implication is an axiom of ordinary
first order logic. Therefore, in many textbooks this axiom is stated in
conditional form. We use the biconditional form in order to make clear
the intuition behind this axiom.

(ii) Pairing Axiom: Given two sets a and b the pairing axiom is a princi-
ple which claims the existence of a set that has exactly sets a and b as
elements. The formal axiom can be represented as follows:

(Va)(Wb)(3e)(Vd)(d € ¢ « d=a V d=b)

(iii) Union Axiom: In order to ensure that the naive union of two sets a
and b is justified, we state a more general principle, namely the axiom of
union for arbitrary sets. Formally, it can be represented as follows:

(Va)(3b)(Ve)(Vd)(d €c AN cE€a «— deb)

An obvious consequence of the general form of the union axiom is the
appropriateness to model naive union of two sets @ U b. This can easily
by checked by the following considerations:
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aUb = {z|z€avVredb} = {z|zecyfory=aVvy=>b} =
= {z|zeyforye{a,b}} = U{a”b}

Power set Axiom: To justify the existence of the power set of a given
set a we state the power set axiom as follows:

(Va)(3b)(Ve)(c Ca <« c€b)

The power set axiom is a very strong set theoretic principle. It is crucially
used to define the universe of the (so-called) constructible sets. We also
saw this principle in the construction of the natural numbers above. In
terms of the notion of cardinality, iterated applications of the power set
axiom strictly increases the cardinality of a set. That is a consequence of
Cantor’s theorem.

Axiom of Separation: The separation axiom enables us to define naive
intersection, and the subtraction of two sets. Additionally, we can state
the existence of the empty set, assuming that there is already a set in the
universe. (The idea that there is a set at all is captured by the axiom of
the existence of an infinite set). For a given formula ¢(b, p) the separation
axiom can be formulated as follows:

(VA)(VYp)(3B)(Wb)(be B <« be AN ¢(b,p))

The separation axiom can be considered as a weak form of comprehension.
A set b is an element of a set B, if a condition ¢(b,p) is satisfied and
additionally b is taken from another set. Hence, it cannot happen that
the collection of all sets satisfying a condition ¢(b, p) becomes class-sized.

Axiom of Replacement: The axiom of replacement has the following
form:

(Va)(vb)(Ve) : (¢(a,b,p) A ¢(a,c,p) — b=c) —
(VA)3EB)(Yb): (b€ B « (3ac A): ¢(a,b,p))

The axiom of replacement can be interpreted as follows: if a function ¢
is given and we restrict the domain of ¢ to a certain set, then the range
is also a set.

Existence of an infinite set: Still, we do not know whether there exists
a set at all. The axioms we considered so far have the form: if one (or
more) set(s) exist(s), then another set can be constructed. But we do
not know, whether there exists a set at all. The next axiom - the axiom
of the existence of an infinite set - gives us an affirmative answer to this
problem.
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(Fa)(a#0 A V(b e a—bU{b}E€a))

In this axiom, crucially a notion of finiteness is used which is borrowed
by von Neumann’s definition of the natural numbers. In order to specify
an infinite set, one has to use one or the other notion of finiteness. Notice
that the axiom of the existence of an infinite set does not uniquely define
a particular set.

Axiom of Foundation: For a discussion of the foundation axiom (some-
times this axiom is also called axiom of regularity), the reader is referred
to the remarks above. For completeness we state this axiom again:

Va(a#0 — Fz(zr€a AN Vy€alyex —y¢&a)))

Axiom of Choice: In ZFC, the axiom of choice ensures that for every
set a there exists a function f, such that for every non empty subset b of
a it holds: f(b) € b (f is called a choice function). Formally we can state
this as follows:

(Va)3F) (W) (b S a — f(b) €b)

The axiom of choice was a strongly discussed axiom in the history
of mathematics. Reasons for this controversial discussion are some
counterintuitive consequences in certain applications of this axiom.
Additionally, the axiom of choice is a highly non-constructive principle.
We do not go into details concerning the properties and consequences
of the axiom of choice. We mention three principles (b) - (d) that are
equivalent to this axiom.

The following properties are equivalent:

~—

(Va)(3F)(V0)(b S a — f(b) € b)
Every set can be well-ordered.
For all sets a, b, ¢ it holds: |a| < |[b] V |a| = |b] V |b] < |a].

If a # 0 and if the supremum of each non-empty chain which

a
b
c
d

N

(
(
(
(

~—

is a subset of a is in a, then a has a maximal element.

A nice and quite explicit overview of the history of the axiom of choice
can be found in [Mo82].

Urelements: The axiom of the existence of urelements is not a standard
axiom in ordinary ZFC set theory. Using the function new we require the
existence of a proper class of urelements. Urelements are objects that are
neither sets nor classes. In particular, urelements do not contain any other
elements. Urelements do not have any inner structure, they are atomic.
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The axiom below states the property that an urelement does not contain
any other object. (The expression U(p) denotes the statement that p is a
urelement.)

(Vp)(Yq)U(p) — q & p)

These remarks finishes the overview of the axioms of ZFC. Much more
could be said concerning the properties and consequences of these axioms. Fur-
thermore a discussion could be added concerning the reliability of ZFC. The
interested reader is referred to the standard literature about this topic.

11.1.4 Classes and Sets

ZFC set theory provides a good foundation for mathematical theories. It is
the best 'ontological’ basis for formal sciences that is known and sufficiently
developed. Additionally, the success of the foundations of mathematics using
axiomatic set theory is a strong argument for the reliability of this approach.
Unfortunately, there is a price to pay for the elimination of the paradoxes in set
theory. The universe is limited to certain ’small collections’ of objects. In other
words, it is not allowed that the collections become too large. These larger
collections, namely proper classes, are excluded in the set theoretical universe.
We will add some remarks concerning classes here.

A relatively good approximation for the well-known and important distinc-
tion between sets and classes can be achieved by considering large sets as classes.
For example, the famous Russell set, given by X = {z | x ¢ x} which collects
all sets that are not reflexive” cannot be a set itself, because if it were, then
immediately one would run into contradictions. We already presented Russell’s
argument in Chapter 2. Historically, this was a very important insight, because
it became clear that naive set theory with full comprehension is not a reliable
foundation of mathematical theories. The consequence was that Zermelo and
Fraenkel developed the axiomatic set theory ZFC.

The standard solution of this inconsistency of naive set theory with full
comprehension is the distinction between sets and classes. Examples of proper
classes can easily be given: the collection of all non-reflexive sets, the collection
of all ordinal numbers, or the collection of all singletons.® Other examples
are the collection of all Banach spaces, or the collection of all fields etc. It is
important to recognize that this distinction between sets and classes is not a
result of work about set theory naively, but a consequence of a concept ’set’
that is restricted and clearly specified by the axioms of ZFC' set theory.

The following remarks summarizes some consequences of the axiomatic ap-
proach of set theory, which are closely related to the class versus set distinction.

"A set a is called reflexive, if a is a member of itself or, in other words, if a satisfies the
condition: a € a.
8 A singelton is a set which contains only one element.
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Remark 11.1.2 (i) Every predicate determines a class but not every predicate
determines a set. The idea of ZFC is it to restrict the ’ordinary’ axiom of
comprehension to an axiom where every element of the new set determined by
a condition ¢ must be taken from a given set a. Hence, every set b specified by
the separation axiom is a subset of a. Therefore, sets defined by comprehension
cannot become too large in ZFC.

(ii) We already have seen some closure properties of ZFC'. For example, sets
are closed under taking images of functions. There are some other closure
operations: taking the union of a set, the intersection, or the difference of two
sets (these are direct consequences of the axiom of union, or the separation
schema, respectively), or building the pair of two sets (pairing axiom). Even if
we apply the power set operation to a set a we get a new set p(a) as output.
We refer the reader to textbooks of set theory for a more elaborated discussion
of this point.

(iii) A consequence of the union axiom is it that every member of a set
is a set. For example: if {a} is set, then a is a set, too.” This is in a
certain sense counterintuitive, if one considers singletons, i.e. collections that
contain only one element. For example, {V}, the one-element collection of
the collection of all sets is intuitively a small collection, simply because it
contains only one element. But {V} cannot be a set, because of the union axiom.

(iv ) In general, classes do not play a very prominent role in mathematics.
Most mathematical objects are sets of the set theoretic universe. Important ex-
ceptions are certain collections used in category theory. Here, one distinguishes
between small categories (set-sized categories) and large categories (class-sized
categories). Although category theory plays more and more an important role
in various applications most times large categories are not needed. We will
consider some aspects of category theory in Chapter 12 of this work.

We finish this section with the remark that the presented axioms of ZFC
should not be considered as the one and only possibility for axiomatizing set
theory. We will see in the following sections, how to generate a quite different
set theoretic universe. This new universe contains the sets of ZFC but extents
the collection of these sets by adding reflexive sets (hypersets). We can speak
of an enlargement of classical ZFC' set theory.

11.2 The Anti-Foundation Axiom

There are different ways to introduce hypersets. Peter Aczel uses in [Ac88] la-
beled (decorated) graphs for stating the anti-foundation axiom. Modulo some
equivalent representations of this axiom one can formulate it - in the spirit of
Aczel’s account - as follows: every graph can be uniquely decorated and every

9 Assume for the moment that urelements are not available.
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decorated graph corresponds to a set in the non-well-founded universe. De-
spite the fact that this introduction of the anti-foundation axiom is an intuitive
graphical representation, we will not adopt it here. The reason for choosing a
different idea is the fact that the extension of the set theoretical universe by
solutions of set theoretical equations is for most people easier to grasp. Clearly,
this may change from person to person.

We choose the account explicitly developed in [BarMo96]. A natural
and well-known construction often used in mathematics to introduce new
objects can also help to introduce non-well-founded sets. This construction
corresponds to the idea that certain set theoretical equations have a unique
solution. We prefer this approach to introduce hypersets, because of the
corresponding constructions in elementary number theory and the obvious
simplicity of this account.

First, we need to specify the notion of a set theoretical systems of equations.
According to [BarMo96], we can distinguish four different types of such systems.
The next definition introduces these four types. Later we will see that the axiom
that one type of system has a unique solution is equivalent to the axiom that
another type of system has a unique solution.

Definition 11.2.1 (i) A flat (set theoretic) system of equations is a triple
E=(X,A e) where X CU is a set of urelements,'’ A is a set of atoms,*' X
and A are distinct (i.e. ANX = 0), and e is function, specified as follows:
e: X — p(XUA).

(ii)) A generalized flat systems of equations is a triple € = (X, A, e) where
X and A are arbitrary sets with the additional property that X N A = () and
e: X — p(XUA).

(iii) Let a be an arbitrary set. A canonical system of equations for a is
a triple £ = (T'C({a}) — support(a), support(a),e) where e(x) = x for all
x € TC({a}) — support(a), i.e.: e is the identity function on the set
TC({a}) — support(a).

(iv) A general system of equations is a triple & = (X, A,e) where X C U,
ACU, XNA=0, and e is a function mapping X into Vefqe[X U Al.

Notice that in Definition 11.2.1(iv) we used the concept V,r,[X U A]. We
do not know yet what the non-well-founded universe relative to the urelements
X U A really is. We will get more information soon. In order to give a complete
list of the different forms of systems of equations, we included the general
system above. We need to define the concept of a solution of these systems.

10X should be understood as the set of indeterminates of the system.

1 Atoms are non-structured objects relative to our system. Although we will consider in
most cases the set of atoms A as a subset of U, we permit (in flat systems and generalized
systems) that A is an arbitrary set.
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The following definition provides additional information concerning solutions of
systems of equations.

Definition 11.2.2 (i) Assume & = (X, A,e) is a flat system of equations. A
solution to & is a function s with dom(s) = X, such that for each x € X it
holds:

s(x) ={s(y) |y € e(x) N X} U (e(x)NA)

(ii) Assume £ = (X, A,e) is a generalized flat system. A solution to & is a
function s with dom(s) = X, such that for each x € X, it holds:

s(z) ={s(y) |y € e(x) N X} U (e(z) N A)

(i1i) Let € = (T'C({a}) — support(a), support(a),e) be a canonical system of
equations. A solution to & is the identity function on TC({a}) — support(a).

We add some remarks concerning the above definition.

Remark 11.2.1 (i) A solution s of a general system of equations & will
be introduced later. The reason for this is the fact that we need additional
concepts like the concept of corecursive substitution in order to define a
reasonable notion of a solution.

(ii) Notice that the definitions of solutions for flat systems and generalized flat
systems are completely equal. Consequently, it is not necessary to interpret
the indeterminates x € X of a system as urelements. Ordinary sets can do the
job equally well.

(iii) Notice further that all described systems cannot solve equations of the
form a = p(a) where a is a set. According to Cantor’s theorem there is no set
a that satisfies this equation. We will see that certain theorems, like Cantor’s
theorem, do hold in non-well-founded set theory, too.

A crucial concept which is important for many theorems in the further elabo-
ration of the theory is the concept of a bisimulation. We can distinguish several
forms of bisimulations: for example, we can consider bisimulations between
systems of equations or bisimulations on sets. The next definition introduces
the concept of a bisimulation between systems of equations. The definition of
bisimulations on sets will be stated later. Other forms of bisimulations will be
introduced in Chapter 13.

Definition 11.2.3 (i) Let &€ = (X, Aje) and & = (X', A" €') be two flat

systems of equations. A bisimulation relation R between £ and £ is a relation
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R C X x X', such that the following three conditions (a)-(c) hold:

(a) 2R — (Vye€e(lx)NX) 3Ty €e(2)nX'): yRy
(b) xRz’ — (Vy' € (2 )N X))y € e(z) N X) : yRY'
(¢) xRz’ — e(x)NA=¢€(2')NA

(ii) Let £ = (X, A,e) and & = (X', A’ €’) be two flat systems of equations. &
and &' bisimulate, if there is a bisimulation relation R between £ and &' and

additionally conditions (a) and (b) hold:

(a) (Vz € X)(32' € X') : xR’
(b) (Vo' € X')(Fx € X) : R’

The idea of the concept of bisimulations is that mathematical objects that
are structurally similar can be associated via a bisimulation relation R. Notice
that a bisimulation between two systems is in general much weaker than an
isomorphism between these systems. For example, a bisimulation relation does
not require that the systems have the same cardinality (as it is necessary for
an isomorphism holding between two systems). In practice, it happens quite
often that systems are associated via a bisimulation relation with different
cardinalities of the associated sets X and X'.

With the above concepts we are able to introduce the anti-foundation axiom.
This axiom requires the existence of a unique solution of every flat system of
equations. Because we have defined four different types of systems it is possible
to introduce four associated types of anti-foundation axioms. As it turns out the
weakest form, namely the one that requires that every flat system of equations
has a unique solution implies all stronger forms. We will come back to equivalent
formulations later.

Definition 11.2.4 Anti-Foundation Axiom: FEwvery flat system of equations
has a unique solution.

In the remaining part of this section, we will consider examples that can
clarify the situation. Important is to realize how the concepts system of equa-
tions, solution of a system, and the claim that there is a unique solution for an
arbitrary system are connected with each other.

Example 11.2.2 (i) Let £ = (X, A, e) be given by: X = {z}, A =0, and
e:x— {z}. If it holds = € U, we see immediately that £ is a flat system
of equations. A solution to & is a function s with dom(s) = X = {z} and
s(z) = {s(z)}. Applying the anti-foundation axiom, we know that such
a set exists uniquely. Hence, it holds: {s(z)} is the solution-set for £. In
standard works of non-well-founded set theory, s(z) is usually denoted by
Q. Note: Q does not exist in the well-founded universe of ZFC. In a
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certain sense, ) is the simplest non-well-founded set (reflexive set) that
can be constructed.

We can apply the anti-foundation axiom also to systems of equations
which use only well-founded sets as atoms. For instance, if we wish to
get as solution-set {2,3} = {{0,{0}},{0,{0},{0,{0}}}}, we simply have
to consider the system & = (X, A,e) with X = {z,y} CU, A=1{0,1,2}
and a function e : X — p(X U A), such that e(z) = {0,1} and e(y) =
{0,1,2}.12 Tt can easily be checked that the solution-set {s(x), s(y)} for
€ gives us precisely the desired result {2, 3}.

Consider an arbitrary flat system & = (X, A,e) with X C U and A =
(). Which possible solutions do we get by varying e? Because A = (),
one could think that we have only very restricted possibilities. But this
is not true. For example, we can easily generate the natural numbers
(considered as elements of the well-founded universe) as possible solutions
of an appropriate system of equations. The following system represents
precisely this idea.

Clearly, the solution-set determines the collection of natural numbers.
Furthermore, it is possible to form sets that contain 2 and arbitrary nat-
ural numbers: For example, consider the mapping e(z') = {xo,x1, 23}
with e(zg) = {x0}. Hence, we are quite flexible, although we have no ure-
lements at hand to form more complex sets.'®> One can show that even
with A = () we are able to construct the whole pure non-well-founded uni-
verse, where the well-founded sets (although already given by the axioms
of ZF(C') can be modeled as solutions of equations.

Every set can be an element of the solution set of an appropriate canonical
system of equations. For instance, assume a = {c, {c¢,d}} with ¢ € U and
d € U is given. The corresponding canonical system has the form

E =(I'C({a}) — support(a), support(a), e)

with the following first argument:

2The solution-set of a system € = (X, A, ¢) is defined as follows:

solution — set(E) = {s(x) | x € X}

13Metaphorically speaking, we can say, every flat system has at least one ’kind of urelement’
as atom: namely the empty set. (Certainly, the empty set is not literally an urelement.)
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TC({CL}) - SuppOTt(a) = {C, d, {Cv d}7 {C, {C7 d}}} - {C, d}
= {{C, d}7 {67 {Cv d}}}

Therefore it holds:

e({c,{c,d}}) = {c,{c,d}} = a € solution — set(E)

(v) We add some remarks with respect to collections that cannot be solutions
of flat systems (or other versions of system of equations). We saw
already that there is no set satisfying the equation a = @(a). Other
collections that are excluded are proper classes. Equations like x =) or
x = ORD are not allowed as appropriate systems.!* Hence, there cannot
be a solution for such equations. Further examples are equations of the
form x = x where x € U. Clearly, such equations cannot have unique
solutions, because every set would satisfy this equation.

Now, we are able to examine the connections between different kinds of
systems. The next section is devoted to this topic.

11.3 Connections between Systems

In the above section, we introduced a variety of different systems of equations.
A natural question is which relations do hold between these types of systems.
We want to specify these relations, in order to get a better understanding of
these important concepts.

The following proposition specifies the connection between flat systems of
equations and generalized flat systems.

Proposition 11.3.1 The following assertions are equivalent:

(i) Every flat system of equations has a unique solution.
(i) Every generalized flat system of equations has a unique solution.

Proof. 7(i) = (ii)”: Assume that every flat system of equations has a
unique solution. We have to prove that every generalized system & = (X, A, e)
has a unique solution. We introduce for each z € X a new urelement y defined
by y, := new(z,A). Applying the two place functions new to every =z € X
(relative to a fixed A), we generate a set Y, such that Y = {y, | x € X}. A
direct consequence of the definition of new(x, A) are the following two relations:
YNA=0and Y CU.

Now we can define a system of equations & = (Y, A, ¢') with the following
specification of the function e’:

4 This can be easily checked by the definitions.
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¢'(y2) = {y: | 2 € e(x) N X} U (e(x) N A)

It is easy to check that &’ is a flat system of equations. Because of our assump-
tion that every flat system has a unique solution, we can deduce that £ has
a unique solution s’ as well. In order to see this, define the solution of £ by
s(x) = §'(yz). s is a solution for £, because the following equivalences hold:

s(x) = 5'(yx) = {s' () [y € €' () NYIU (€' () N A)
& '(y) = {(yor) | 2/ € e(z) N X} U (e(z) N A)
& s(z) ={s(2') | 2 € e(z) N X} U (e(z) N A)

It is important to notice that the form of s suffices to determine that s is a
solution of £. Because every solution of £ is also a solution for &', £ must have
a unique solution, too.

”(ii) = (i)”: This direction is an obvious consequence of the fact that flat
systems are a subclass of generalized flat systems. g.e.d.

We are able - using the anti-foundation axiom - to form sets which are not
in the well-founded universe, provided these sets are solutions of an appropriate
system of equations. Although we know the existence of certain sets, there is no
real transparent method to compare different solutions of systems of equations.
Whether a solution s(z) of a system &£ is equal to a solution s’ of a system
&’ cannot be determined in general. Notice that the axiom of extensionality,
although a sufficient axiom for non-circular sets does not work in the theory of
hypersets. In order to see this, consider the circular set Q = {Q2}. Applying the
axiom of extensionality we get the following infinite regress of equalities of sets
without having a possibility to stop this process.

Q={Q}={Q={{{Y}} =

Fortunately, there is a strong tool we can use, namely the concept of the bisim-
ilarity of two sets. Using bisimulations instead of the axiom of extensionality
enables us to compare non-well-founded sets. We postpone the introduction of
bisimulations between sets to the next section. Here, we can use bisimulations
between systems in order to have a possibility to compare systems of equations.
The following theorem states that two systems of equations are bisimilar if and
only if they have the same solution set.

Theorem 11.3.2 Let A C U be given. Additionally, let £ = (X, A,e) and

E' = (X', A €) be two generalized flat systems of equations, with corresponding
solutions s and s', respectively. Then it holds:

solution-set(€) = solution-set(£') & € and & are bisimilar
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Proof: 7=" Assume the solution-sets of £ and &' are equal, i.e.
solution-set(£) = solution-set(£’). We define a relation R C X x X’ by the
natural condition: xRz’ iff s(z) = §/(2/). We have to show that R is a bisimu-
lation relation, i.e. we need to check that the conditions specified in Definition
11.2.3 are satisfied.

First, let us consider condition (a) in Definition 11.2.3(i): Assume that x € X
and 2/ € X', such that xRz’ holds. Assume further that y € e(z) N X is
arbitrarily given. Because £ and &’ have the same solution sets and s(z) =
§'(z"), we can infer that for y there is a y' € e(z’) N X', such that s(y) = s'(v/).
Using the definition of R this means that it holds yRy’. Therefore, the first
condition is satisfied.

A similar argument can be used to show that condition (b) of Definition 11.2.3(i)
is satisfied.

In order to check condition (c¢) in Definition 11.2.3(i), we assume Rz’ for z € X
and 2’ € X’. We know that it holds: s(x) = s'(2’), because of the definition of
R. Therefore, s(x)NA = ()N A. The following equalities do obviously hold:

s(r)NA =

{s(y) [y € e(x) N X} U (e(x) N A)] N A
= |

{s(v)

{s) [y ee(x)n X} AJU[(e(z) N A) N A]
U (e(z) N A)

=e(x)NA

The equalities follow from ordinary set theory and the fact that A C /. Similar
equalities do hold for /() as well. We can conclude that it holds: e(z) N A =
s(x)yNA=¢§EYNA=¢(")NA.

It remains to show that conditions (a) and (b) from Definition 11.2.3(ii)
do hold. Let x € X be arbitrarily given. Because £ is a flat system,
s(z) € solution-set(€). The solution sets of £ and &’ are equal, hence there is
ax’ € £, such that s(x) = §'(2'). Therefore, using our definition of R, it holds
xRx’. A similar argument can be given to show condition (b) of Definition
11.2.3(ii). This shows one direction of the claim.

7<” We assume that £ and &’ are bisimilar guaranteed by a bisimulation
relation R. First, we show that if xRz’ holds, then s(z)Rs'(z') does also
hold. To prove this implication we introduce a new system of equations
E* = (X*, A, e*), with the following properties:

X*={{zx,2) |r € X N2! € X' NxRz'}
e*((u,u)) = {(v,v) [veew)NX Av € e(W)NX'}U (e(u)NA)

Notice that in £* there are the same atoms involved as in £ and in &', re-
spectively. Furthermore: the intersection of X* and A is empty, and e* is a
mapping sending (z,z') € X* into p(X*UA). Therefore, we can justify that £*
is a generalized flat system of equations. With the anti-foundation axiom and
Proposition 11.3.1, there is a unique solution s* of £*. Because s* is a solution
of £*, solution s* has necessarily the following form:
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" ((u, ) = {s"((v,0) | (v,0') € €"({u, ) N X"} U (" ((u, ) N A)
= {s*((v,v)) |[vee(w)NX Av €€(u)NX'}U(e(u) N A)

Now, define s1({u,u’)) = s(u) and so({u,u’)) = s'(u'), respectively. We have to
prove that s and s’ are in fact solutions for £*. In order to prove this claim, we
need to show that the following formula holds for s; (and also for sg):

(1) s1((u, ) = {s1({v,0)) | (v,0) € € ((u, u)) NXT} U (e"({u,u)) N A)

In order to show (f), we need to show that the following equivalence holds.

be si((u,u')) = s(u)
< be{s1((v,0) | (v,0) € e*((u,u')) N X*} U (e*((u,u)) N A)

If b € s(u), then b is either of the form s(v) for v € e(u) N X, or b € e(u) N A.
If b = s(v), then there exists v' € ¢/(u') N X', such that vRv’, therefore (v,v') €
X*. Additionally, we know: in accordance to the definitions above, we get the
relation (v,v’) € e*((u,u’)) N X*. Hence, we have:

s1({v,0)) = b € {s1((v,0)) | (v,0') € e ({u, ) N X"} U (" ((u, ) N A)

In the second case, if b € e(u) N A, then it holds obviously b € e*((u, u’)) N A.
To show the converse, we assume that it holds:

be {s1((v,0)) | (v,0") € e*((u,u')) N X*} U (e*({u,u)) N A)

If b = s1((v,0")) for v € e(u) N X and V' € €' (v') N X', then b = s(v) € s(u),
because s is a solution of £. On the other hand, if b € e*((u,u')) N A, then
b € e(u) N A, by definition. Therefore: s is in fact a solution of £*.

To see that so is a solution of £*, we need only to consider the dual case.
Notice that the apparent asymmetric condition e(u) N A in the definition
of e*({(u,u’)) does not cause any serious problems: because & and &' are
bisimilar, we know that it holds by definition of bisimulations between systems:
e(uyNA=¢e(u)N A for u,u with uRu'.

We have proven that if  and 2’ are bisimilar, then s(x) = §'(2). It remains
to show, that the solution-sets of £ and &’ are equal. Take an arbitrary set
b = s(z) € solution-set(£) for x € X. We know that there is a bisimulation
between £ and &', therefore there is an 2’ € X’ with xR2’, and because the
implication xRz’ — s(z) = s'(2’) does hold, we can justify the equivalence
s(z) = §'(¢/). Conclude: s(z) = b € solution-set(€’). The converse argument
holds similarly. Conclude: solution-set(£) = solution-set(E’). q.e.d.
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Remark 11.3.1 (i) Proposition 11.3.1 and Theorem 11.3.2 make clear that
the anti-foundation axiom can be stated in different but equivalent forms. If
we assume that every flat system of equations has a unique solution, then this
implies that every generalized flat system has a unique solution, and vice versa.
In fact, both statements are equivalent. That implies that the anti-foundation
axiom can be introduced at least in two different forms. The comparability of
the two different types of systems is guaranteed by the bisimulation relation
between the systems.

(ii) Whereas, two systems can appear to be quite different they, nevertheless,
can have the same solution-sets. This insight emphasizes the structural simi-
larity guaranteed by a bisimulation relation.

Example 11.3.2 We give an example of two systems & = (X, A, e) and
& = (X', A" ¢) that are bisimilar. Assume & is given by X = {z1, 22}, A =0,
and e: X — p(X U A) is specified by

e(r) = {y}

e {z}
Intuitively, £ is similar to a truth-teller expression. The system &’ is specified
by X' ={2'}, A=0,and e: X' — p(X'U A), such that

e(a') = {a'}

It is easy to see that the two systems are bisimilar. Furthermore, an easy
calculation shows that solution-set(£) = solution-set(£’). Notice that the
two systems are not isomorphic, because they have different cardinalities.
Using bisimulations we are able to associate truth-teller-like expressions with
truth-teller-like circles.!?

In the next subsection, we want to examine the concept of bisimulations
more closely. In particular, we are interested to use bisimulations to compare
sets (not only systems of equations).

11.4 Bisimulations on Sets

We saw above that for non-well-founded sets it is not possible to apply the
axiom of extensionality of ZFC' set theory in general. Comparing two sets
using the axiom of extensionality yields an infinite regress. The ordinary axiom
of extensionality provides no effective tool to compare reflexive sets. We can
use the (ordinary) axiom of extensionality to decide the same question for well-
founded sets, but in case of two non-well-founded sets, the question is not

15Clearly the examples are literally not truth-teller expressions. We are working on a purely
set theoretic level, without a truth predicate and a specified formal language (besides the
language of set theory).
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straightforwardly decidable. We give a further example. Consider the sets
a = {b,u} and b = {a,u} where u is an urelement. The axiom of extensionality
tells us that @ = b iff @ and b have the same elements, but this means nothing
else, then @ = b iff u = v and b = a. Whereas u = u is trivially satisfied, the
problem remains whether it holds b = a or not. Since the latter equality states
simply the initial problem again it is not very informative. We will formulate
a condition in Theorem 11.4.2 which gives us a useful tool to compare non-
well-founded sets. Before we can do this, we need to define the notion of a
bisimulation on sets (which is strongly related to the notion of a bisimulation
between systems of equations.)

Definition 11.4.1 A bisimulation R on two sets a and b is a binary relation
R Ca x b, such that the following conditions (i)-(iii) hold:

(i) aRb — (Va' € a)(3' € b) : ' RV
(i) aRb — (VU € b)(3d’ € a) : ' RV
(iii) aRb — aNU =bNU

Notice the obvious similarity of Definition 11.4.1 and Definition 11.2.3. On
the other hand there are also differences: the restriction of bisimulations on sets
is crucial for our development. Whereas a bisimulation between systems can
be a binary relation defined on urelements, this is not allowed for bisimulations
on sets. Intuitively, two sets a and b are bisimilar if and only if every element
of a is bisimilar to a certain element of b and vice versa.

Using Definition 11.4.1 we can state the crucial relation between two non-
well-founded sets in order to guarantee the equality of these sets. To say that
two sets bisimulate is nothing else than to say that the sets are extensionally
equal. This is the claim of the next theorem.

Theorem 11.4.2 Two sets are equal if and only if they are bisimilar.

Proof: ”=" Consider the equality relation = on sets. We need to
show that this relation = is a bisimulation. This is obvious: for instance,
assume for two sets a,b that it holds a = b, then trivially the condition

(Va' € a)(F € b) : ' =V holds, because a and b have precisely the same
elements. The other conditions are shown similarly.

7«<” Assume that R is a bisimulation relation on sets. We have to prove that,
if aRb for two sets a and b, then it holds also ¢ = b. In order to show this,
we prove that R is a subrelation of the equality relation on sets. Construct
the canonical systems of equations £ and &’ (relative to given sets a and b,
respectively) that are specified as follows:

E=(X,Ae) = (TC({a}) — support(a), support(a), €)
E'=(X" A" eY = (TC({b}) — support(b), support(b), €')
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First, we prove that a = A’. Consider an arbitrary v € A = support(a). By
the definition of the support operation, there is an o/, such that u € o €
TC({a}). By the definition of the transitive closure on sets, it holds: there
are sets ai,as,...ay, such that a’ € a,, € a,_1 € --- € a1 € a. We can use
condition (i) in Definition 11.4.1 that there is b" € support(b) = A’, such that
a’'Rb'. The bisimulation relation R holds also for all a;s. We summarize these
considerations in the following formula:

(Va;)(3b;): (i€{1,2,....,n} A (d €an € an_1€ - €aj €a)
AN (W eb,€by1€--€b €b) — a;RY;)

The above fact can be interpreted as follows: because aRb holds by assumption,
we know that for a; € a there is by € b, such that a; Rb;. Furthermore, because
a1 Rby it holds: for every as € a; there exists by € by, such that as Rbs. Hence,
we apply condition (i) from Definition 11.4.1 n+ 1 many times to get ' Rb’. By
the definition of the transitive closure of a set and the definition of a bisimulation
on sets, we know that b’ € TC({b}) and u € support(b), and therefore A C A’.
The same argument from the beginning works also for the converse inclusion.
Conclude: A = A’.

Now we show that the restriction R* = R [ X x X' is a bisimulation between
€ and &'. First, we check condition (i) of Definition 11.4.1 by constructing
the set Y = {z | 2 € X A3/ € X' : zR*2'} and prove that X = Y.
Obviously Y € X. To show the converse notice first that a € Y (because
a and b bisimulate), and second that for y € x € Y, it holds y € Y.
To see the second claim, notice that 2Rz’ — (Vy' € 2/)(Jy € z) : yRy'.
Assume y ¢ Y. Then ¢ € X' (because X' is transitive) and y € X, hence
y € Y. We have a contradiction. We have shown that Y is a transitive set
including a. Because T'C({a}) — support(a) is the smallest transitive set
including a, we can deduce: TC({a}) — support(a) C Y. Together we get:
X =Y. Condition (ii) of Definition 11.4.1 can by shown by a similar argument.

It remains to show condition (i) of Definition 11.4.1: Assume xR*y and z’ €
e(z) N X. Because e is the identity function mapping X into X, we have
' € xN X, and therefore ' is a set. Using the bisimulation R on sets, there is
some 1y’ € y, such that 2’ Ry, and with the transitivity of X’ we get: ¢/ € X'.
Conclude: y' € €/(y) N X’ with the property 2’ R*y'.

The other conditions can be checked in a similar way. Therefore R* is in fact
a bisimulation between £ and &’. Using this fact and Theorem 11.3.2, we can
state the following equivalences:

This suffices to show the theorem. g.e.d.

We mention some easy examples where one can see immediately that the
application of bisimulations simplify matters significantly.
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Example 11.4.1 (i) Consider the reflexive set 2 that satisfies the equation
Q = {Q}. It is easy to see that there is a bisimulation between Q and
{Q} specified by R = {({Q},Q),(Q2,{2}),(Q2,Q), ({2},{2})}. By our defi-
nition  and {Q} are also equal, i.e. they denote the same set theoretical entity.

(ii) Consider two sets a and b specified as follows.

a = {a,b}
b={a,b}

Then R = {(b,a),(a,b), (a,a),(b,b)} is a bisimulation. Clearly, it holds also:
a=hb.

Remark 11.4.2 We will see in the following chapters that other structures
require slightly different definitions of bisimulations. In particular, the property
that every bisimulation is an equivalence relation is not generally true in every
framework. For the theory of hypersets this property simplifies many things,
because bisimulations can be used in order to test whether two given sets are
equal or not.

In the following section, we will state some properties of the non-well-
founded universe. Interestingly enough, many properties of ’classical’ concepts
are preserved in the context of non-well-founded set theory, although they are
based seemingly on a well-founded universe.

11.5 The Non-Well-Founded Universe V,,[U/]

We will summarize some further properties of hypersets that are interesting
from a theoretical point of view. Although the facts presented in this section
are not important for the development of the theory of non-well-founded sets in
the following parts of this work, they are illuminating and interesting. Proofs
of the corresponding claims can be found in [BarMo96].

First, we will consider some properties of the non-well-founded universe
Vafal]. This universe is specified by the axioms of ZFC,f,. These axioms are
essentially the axioms of ZFC™ plus axioms that guarantee that there is a class
of urelements and that every flat system of equations has a unique solution.'®

Essentially, there are two possibilities to define the universe of hypersets.
One possibility is to collect all sets that are compatible with the axioms
of the theory of hypersets ZFCyt,. The second possibility is to collect all
solution-sets of systems of equations. Hence, there are the following two
equivalent characterizations of the universe (relative to a collection X C U of
urelements):

16 7 FC~ stands for the axioms of ZFC without the foundation axiom.
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Fact 11.5.1 Assume the axioms of ZFC,s, are given. Then, the universe
Vata[X] can be equivalently specified by (a) and (b).

(a) VapalX] = {a]|a is a set with support(a) C X}
(b) VasalX] = {solution-set(€) | € is a flat system of equations
with atoms A C X'}]

Proof: Compare [BarMo96]. q.e.d.

As we can see from this characterization, we can identify V,,[X] with the
collection of all solutions of all flat systems using elements of X as atoms. On
the other hand we can identify V, ¢,[X] with the collection of all sets which can
be built by the axioms of set theory using elements of X as urelements. From
characterization (a) it follows that every set in the classical ZFC' universe is
also in the non-well-founded universe. This follows from the fact that we can
build the same sets as in ZFC, but additionally we can build sets that are
circular, i.e. sets that are not prohibited by the foundation axiom.

There are a number of results of properties of the non-well-founded universe.
We mention some of these properties. The first fact shows that the ordinary
set theoretical definition of the successor function is appropriate even for the
non-well-founded universe.

Fact 11.5.2 In V,;,[X], the set theoretical successor function is injective.

Proof: Compare [BarMo96]. q.e.d.

Fact 11.5.2 is a surprising result. The claim is that even for non-well-founded
sets a and b it holds:'”

s(a) =s(b) — a=b

This property is clearly satisfied in the case of well-founded sets. For hypersets
this is less clear.!® We consider an example.

Example 11.5.1 Consider the two sets s(a) and s(b) specified as follows:

S(a) = {va} U {{Q7®}} = {Q,@, {QaQ}}
s(b) = {{Q}, 0 u {{{2},0}} = {{2},0,{{a},0}}

It is easy to see that there exists a bisimulation between s(a) and s(b), hence
they are equal. From the fact that the successor function is injective, we can
infer that a = {Q, 0} and b = {{Q2}, 0} are also equal.

7s(a) denotes the successor of a.
18 As a consequence of this fact, the axiom of infinity in which we used a certain notion of
finiteness in terms of the successor function is literally the same as in ZFC.
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Using the injectivity of the successor function, we can characterize reflexive
sets. The following fact makes this precise.

Fact 11.5.3 In the non-well-founded universe, the following properties of a
set a are equivalent:

(a) a €a
(b) s(a) = aU{a} = a
(c) s(a) €a

Proof: Compare [BarMo96]. g.e.d.

It could seem that in Vg ¢,[X] nearly every conceivable collection is included.
But this is not the case. We know already that we can specify a condition that
does not determine a set (collection): Even in the non-well-founded universe
there is no collection a that satisfies the equation a = p(a) (by Cantor’s
theorem). Another example is the one-element collection {C'} where C is a
proper class. In non-well-founded set theory, {C} is a proper class and not
a set. Notice also that every proper class, i.e. a collection that is not in the
universe of ZFC' (for example the class of all ordinals, the class of all sets, the
class of all singletons etc.) is not an element of V,y,, either. In other words,
the universe of non-well-founded set theory is a restricted extension of the
universe of ZFC.

We can use a form of a diagonal argument to show that another collection
is not an element of V,¢,[U]. Assume a is a transitive set. Then, there is no
set b = a — {a} which satisfies b € a. Clearly, there is no hope that such a
set b exists in the well-founded universe. Using hypersets, it is on first sight a
strange result that there should not be a set b which collects all elements of a
that are not equal to a and simultaneously is an element of a.

In the following fact, we summarize the above considerations.

Fact 11.5.4 Consider the universe V,rq[U]. Then, the following statements
hold:

(a) There is no set a € VggqU], such that a = p(a)
(b) If C is a class, then {C} & Virq[U]
(¢) If a is transitive, then it holds:

—Jdb:b=a—{a} Nb € a
Proof: Compare [BarMo96]. g.e.d.
We mention a last remark. Because we work with urelements some sets in

our universe contain elements that are themselves non-sets. An example is the
set a = {u} where u € U. As a consequence it follows that every urelement
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x € U is not an element of V,7,[U], because x is not a set and V,z,[U] is a
collection of sets.

We have to be very careful which collections can count as subsets of
Varald]. Notice that for x € U it holds {a} € Vypo[UU], but {a} & Vol [UU].
The second claim follows from the fact that for x € U it does not hold:
x € {z} — x € Vype[]. This phenomenon can be generalized to every flat
set of urelements: for xq,z2,--- € U it holds that {x1,22,...} € Vo]
Nevertheless we have {x1,x2,...} € Vope[U]. Notice that these properties are
not a consequence of the anti-foundation axiom, but a consequence of the
usage of urelements.

In the next section, we will consider general systems of equations and a
very important concept, namely the concept of corecursive substitution. This
principle is constitutive for the whole theory of hypersets.

11.6 General Systems and Corecursive Substitution

In Definition 11.2.1, we introduced flat, generalized, and general systems of
equations. In this section, we will examine the properties of the last kind of
systems of equations. Notice that we are able to solve systems of equations
E = (X,A,e) where e : X — p(X U A) using the anti-foundation axiom.
Now, consider the system & = (X' A’ ¢') where X' = {2z}, A" = {u}, and
e(z) = {u,{z,u}t}. Tt is clear that we cannot apply (straightforwardly) the
anti-foundation axiom, because the set {u, {z,u}} € p({z,u}) = p(X'UA’). An
intuitively appropriate solution for £ is the following flat system £” (resulting
from &’ by substituting y for {z,u}): & = (X", A',€") with X" = {z,y}, A
as above, and

" (x) = {u,y}
e'(y) = {z,u}

What we did is to use a substitution in order to transform the given system
&' into a flat system £”. (At the same time the number of indeterminates
increases.) The solution-set of £” is given by:

solution-set(£”) = {{s(x),u}, {u,s(y)}}

At first sight, it seems that we simply have to apply ordinary substitution
to obtain the desired result. Unfortunately, ordinary substitution does not
work, because for non-well-founded sets no appropriate substitution operation
is defined. First, we need to introduce a notion of substitution which is well-
defined in the framework of non-well-founded sets. Whether this is possible at
all, is less clear, because we are not able to specify a base case in the substitution
extending this base case step by step in n many (or o many) inductive steps.
We give an example that shows the problems of a substitution operation for
non-well-founded sets.
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Example 11.6.1 Assume a set * = {u,{x,u}} is given. Assume further
that we want to define a substitution operation defined on z substituting «
by the set 4 = {0,1,2,3}. Then, the intuitively correct result of (ordinary)
substitution yields sub(z) = {4,{x,4}}. This specification of sub(z) does not
give us further information about xz. Even if the substitution is performed we
do not know whether it holds {4, {{4, {z,4}},4}} = {4,{z,4}} or not. There
is a substitution instance for the embedded x missing. Therefore, we must
ensure to give a definition of substitution which takes care of the non-well-
foundedness of our equations. Furthermore, we would like to find a substitution
operation that allows to substitute sets that are deeply embedded in another set.

We will define a corecursive substitution operation and we will show that
this substitution operation exists, is well-defined, and unique. Last but not
least, we will prove that every general system of equations has a unique solution
provided that the anti-foundation axiom holds.

Definition 11.6.1 (i) A substitution s is a function with the properties:
dom(s) = X CU and range(s) =Y C U U Vyp[U].

(ii) A substitution operation sub(s,x) is an operation which is defined on the
set of all pairs (s,x) where s is a substitution and x € U U V,t,[U], such that
the following condition hold:

s(x) oz €U N dom(s)
sub(s,z) =< = : x € U—domf(s)
{sub(s,2’) | 2" € x} : wis a set

The conditions specified in Definition 11.6.1 are called corecursion condi-
tions. Notice that crucial differences can arise between an ordinary well-founded
substitution operation and a corecursive substitution operation because of the
impact of the last condition. Whereas in every well-founded set we need to re-
peat the recursion process at most o many times (for an appropriate ordinal «),
in the case of non-well-founded sets this is no longer true. For the set Q = {Q}
there is no ordinal « such that the corecursion defined above terminates. Be-
cause of that fact we need to know that Definition 11.6.1 is well-defined and
determines a unique substitution operation. We examine an example in order
to clarify the idea of Definition 11.6.1.

Example 11.6.2 Assume a set a of the following form is given.

a={0,z,9,{a,y}}

In a, the elements x and y are urelements. Although it does not hold a € a,
the set a has similarities to a reflexive set. Assume a substitution s is given as
follows:

{z,y} — {z,y} U Vapa U]
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We define s by the following conditions: s(x) = 3 and s(y) = . How does
the non-well-founded substitution operation sub(s,a) work on a? Clearly, the
substitution operation satisfies sub(s,x) = 3, and sub(s,?) = . How should
the expression sub(s,a) be interpreted? According to the definition of the
corecursive substitution operation the following formula should be satisfied:

sub(s,a) = {0,3,w, {sub(s,a),{Q}}}

Notice that the corecursive substitution operates on sets as the solution
function in flat systems of equations. With this substitution we are able to go
into the deep structure of a given set, without the necessity of unfolding the
set provided corecursive substitution is well-defined.

The next theorem shows that the above substitution operation is in fact
well-defined and unique, even if non-well-founded sets are involved.

Theorem 11.6.2 The operation sub(s,b) is well-defined on all pairs (s,b)
where s is a substitution, b € U U Vypa[U], and additionally sub(s,b) satis-
fies all corecursion conditions of Definition 11.6.1(i1). Furthermore, sub(s,b)
is uniquely defined.

Proof: We need to show the existence of sub(s,b) and the uniqueness of
this set. Assume b is an arbitrary set and s is a substitution. Consider sub(s, b)
as defined in Definition 11.6.1(ii). The idea is to flatten b, such that the anti-
foundation axiom can be applied to an appropriate system of equations. We
consider T'C'(b) —U. Introduce for every element ¢ € TC'(b) —U a new urelement
Zc. Define X = {z. | ¢ € TC(b) — U}. Enumerate all z. appropriately. Then,
we define the generalized flat system of equations & = (Y, A,e) as follows:
Y = X U{b}, A = support(b), and e is specified by the following condition:

b D Ya=0>
eyo =14 s(a) : the ol element of TC(b) — Aisa A a#b A a € p(A)
Yo €Y : the o' element of TC(b) — Aisa A a# b A a & p(A)

Clearly, £ is a generalized (flat) system of equations. Hence, we can apply the
anti-foundation axiom (using Fact 11.3.1). Consider the solution sol of £. We
need to check that sol satisfies the corecursion conditions of Definition 11.6.1(i)
and (ii). Obviously, s is defined on urelements as is required in Definition 11.6.1.
We need to verify the condition of sol on sets. Hence, the only interesting case
is sub(s, b) itself. For sub(s,b) the following equalities hold:
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sub(s,b) = sol(b)

= {sol(z) |x € ANz € dom(s) Nz € b}
U{sol(z) |z € ANz & dom(s) Nz € b}
U {s0l(ya) | ya € Y}

= {sy |z € ANz €dom(s) Nz € b}
U{z |z € ANz & dom(s) Nz € b}
U{sye | Yo €Y}

= {sol(p) | p € b}

= {sub(s,p) | p € b}

We can conclude: sol(s,b) satisfies literally the condition on sets of Definition
11.6.1.

In order to show uniqueness, we reason as follows. Assume there exists
sub'(s,b) that also satisfies the corecursion conditions of Definition 11.6.1. Con-
sider the following relation.

R = {(sub(s,b), sub'(s,b)) | b€ Vypa[UUU}

Then, R is a bisimulation relation on sets. Clearly, the bisimulation condition
for urelements are satisfied. For sets we have: if p € b is a set, then by definition
the pair (sub(s,p),sub/(s,p)) € R. If p € b is an urelement, then by the
definition of s it holds sub(s,p) = sub'(s,p). Hence, sub(s,b) = sub’(s,b). This
suffices to show the theorem. g.e.d.

We add some remarks concerning the last theorem.

Remark 11.6.3 (i) The corecursive substitution is the basis on which the
further development of the theory of non-well-founded sets is based. It follows
from Theorem 11.6.2 that the anti-foundation axiom is equivalent to the axiom
that there exists a unique corecursive substitution operation satisfying the
conditions of Definition 11.6.1.

(i) We will see later that there is a possibility to generalize the presented
technique. In Chapter 14, we will develop a coalgebraic flattening procedure
that generalizes the flattening of systems of equations using coalgebraic
techniques.

(iii) By using corecursive substitution operations we are enabled to consider
general systems and their solutions (justified by Theorem 11.6.3 below). It
should be emphasized that substitution operations are quite important for
certain applications, as for example in situation theory where the existence
and uniqueness of solutions of general systems is crucially used.
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We presented the precise definition of general systems in Definition
11.2.1(iv). Furthermore, in Definition 11.2.2(iv) we introduced the concept
of a solution of a general system of equations. The step by step generaliza-
tion from flat systems to generalized flat systems and finally general systems of
equations culminates in the fact that every general system of equations has a
unique solution (provided the anti-foundation axiom holds). This implies that
the expressive power of the anti-foundation axiom suffices to ensure that gen-
eral systems do have unique solutions. In other words, we do not strengthen
the theory of hypersets if we define the anti-foundation axiom as follows: every
general system has a unique solution. This is the crucial upshot of this section.
It does not matter whether one speaks about flat systems, generalized flat sys-
tems, or general systems, because from a global perspective their generating
power is equal. The following theorem formulates this precisely.

Theorem 11.6.3 FEvery general system of equations € = (X, A, e) has a unique
solution s provided the anti-foundation axiom holds.

Proof: We prove the assertion in two steps. First, we show that, if £ has
a solution s, then there exists a generalized flat system £ = (X', A, ¢€'), such
that it holds:

(i) & extends &
(i) The solution s’ for £ extends s

As a second step we will prove that if s’ is a solution for £ (the extension of &),
then the restriction s [ X is a solution for £. Then, existence and uniqueness of
s are immediate consequences of these claims.
Define a generalized flat system & as follows:

& = (XU |J (TC(e())] - A, A,¢)
zeX

where €’ is defined as follows:

i Joelx) + zeX
e(w)—{x s reX - X

Notice: X contains only urelements which are also included in X’. First, we
have to check that ¢’ is appropriate, i.e. that €’ is a function mapping X’ into
P(X'UA) = p([X UUex (TC(e(x)))] — A).

Assume x € X, then €/(z) = e(x). Clearly, it holds e(z) € TC(e(z))
by the definition of the transitive closure. Hence, e(z) C |J,cx(TC(e(x)),
and e(x) C [X U,ex(TC(e(x)))] — A. That is why we can conclude that
e (x) =e(x) € p(X'UA). On the other hand, for z € X’ — X it holds trivially
that ¢/(z) € p(X’'UA). Therefore: e : X' — p(X’'UA) and £’ is a generalized
flat system. Using the anti-foundation axiom and Proposition 11.3.1 we know
that £ has a unique solution.
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Now we show the following: Assume s is a solution of &£, then s extends to a
solution s’ of £ by the following specification of s':

Ve e X': §'(z) := sub(s, z)

We prove that s is in fact a solution of £ (notice: because &’ is a generalized
flat system, s’ must be unique). In order to prove that s is a solution, we need
only to show that s’ has the correct form.

Assume z € X' — X. Then the following equalities hold:

s'(z) = sub(s,z) (Definition of s)
= {sub(s,y) |y € =} (Defintion of sub(s,y))
= {sub(s,y) |lycx—A}U(xNA) Logic
= {{(y) |lyex— AU (zNA) (Definition of s)
= {s(y) |y ee(z) — AU (zn A) (because €'(z) = )
= {{(y) |yee(@)nX}u((z)n A) (Definition of X")

Now we assume that x € X. Then we can reason as follows:

s'(z) = s(x) (Definition of s)
= sub(s,e(x)) (Definition of s)
= {sub(s,y) |y €e(x)} (Definition of sub(s,y))
— {sub(s,) | y € e(2) N (X' — X)} U {sub(s,) | y € e(x) N X}
U {sub(s,y) |y € e(x ) N A} (Splitting of the elements of e(x))
= ' yed@n(X -X)}U{s'(y) |y ee(@)nX}
U (¢(z) N A) (e(x) = €' (x) and definition of ')
= {{') [yenXtU((z)nA) (Logic)

We can conclude: s’ = sub(s,z) is in fact a solution of &’. Additionally, s
extends s.

The second step in the proof of the theorem consists in showing the fol-
lowing claim: if s’ is the solution of £’, then s := s’ | X is a solution for £.
Assume s is a solution of £. To prove the second step we, first, show that
R = {(s'(y),sub(s,y)) | y € X'} is a bisimulation on sets. We only show the
condition concerning urelements, the other conditions can easily be checked.
Assume (s'(z), sub(s,x)) € R. We have to prove that it holds: §'(z) N U =
sub(s,z)NU. Let y be an element of s'(x)NU. Then, there are two possibilities.
First, y € x N A, because s’ is a solution of a flat system, and y = sub(s,y)
(y & dom(s) according to our definition). Second, y € e(z)N U and additionally
y = sub(s,y) (because y & X').

Concerning the other direction, we assume y to be an element of sub(s,z) NU.
Since y € X', sub(s,z) takes sets as values, therefore sub(s,z’) € U implies
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x & dom(s) for 2’ € X. Conclude: y = sub(s,y), or in other words: y & dom(s),
and therefore: y = s'(z).

Since R is a bisimulation, we can prove that s = s’ | X is a solution for £ by
the following equalities. Assume x € X, then the following equalities hold:

s(z) = §(x) (Definition of s(x))
= {Wlyed@nX - X)}u{sW) |y (z)nX}
U (e NA) (Definition of a solution s of &)
= {S/(y)\yee( )N (X =X)U{s'(y) |y € e(x) N X}
U (e(x)NA) (because €' (z) = e(x))
= {sub(s,y) |y € e(x) N (X' — X)} U {sub(s,y) |y €e(z)N X}

U (e(z) N A) because sub(s,y) = s'(y))

)
(

= {sub(s,y) [y € e(z) N (X' = X)} U {sub(s,y) | y € e(z) N (X UA)}
(Logic)

— {subls, e(2))}

Therefore: if £ = (X, A, e) is a general system of equations, then there exists
a flat system & = (X', A, €’), such that it holds: if s’ is a solution of £’, then
s := s [ X is a solution for £. This proves the existence of a solution for £. From
the above consideration we know: if s is a solution or £, then the solution s’ for
&’ extends s. Because s’ is necessarily unique, s is unique, too. This suffices to
show the theorem. g.e.d.

Remark 11.6.4 (i) The theorem shows that the anti-foundation axiom
(defined on flat systems of equations) suffices to solve general system of
equations. In a certain sense, the anti-foundation axiom is minimal, because
solutions of more general forms of systems of equations follow from this axiom.

(ii) Theorem 11.6.3 makes clear that in order to develop the theory, it is not
necessary to use urelements (if we want to work in pure set theory). The
usage of urelements as indeterminates has no crucial impact to the theory of
hypersets: we can simply reformulate the anti-foundation axiom as the claim
that every general system of equations has a unique solution. Clearly, one
needs to reformulate the definition of the substitution operation sub(s,b) also,
because s is defined on urelements. Fortunately, s can be defined on sets as well.

This finishes the basic theory of non-well-founded sets.' Now, we are able
to solve quite arbitrary systems of equations, but further generalizations are

'90ne of the most important features of the theory of hypersets is the consistency of ZFCl 4
relative the consistency of ZFC set theory. We do not present a proof for the existence of a
model of ZFCys, here. The interested reader is refered to [BarMo96] and [Ac88] for further
information concerning this point.
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possible. To present these generalizations we leave the ground of elementary
mathematics, and more advanced mathematical tools and techniques are re-
quired. In particular, we will work in the framework of coalgebras and we will
use category theoretic methods in order to develop the theory of coalgebras.
The next chapter (dealing with topics of category theory) can be considered as
providing the prerequisites for the development of the further theory.

11.7 History

The idea for the introduction of an anti-foundation axiom is relatively old. The
work of Finsler dates back to the first half of the 20-th century ([Fi75]). An-
other account was proposed by Forti and Honsell in [FoHo83]. The theory of
non-well-founded sets became popular with the work of Peter Aczel in [Ac88].
In [Ac88], a concise theory was established. Unfortunately, the book is not very
simply written and not very explicit: a lot of work remains to be done by the
readers themselves. Further examinations were provided by Rutten and Turi
in [RuTu93] and others. Our presentation is very close to the development of
the theory presented in [BarMo96]. Unfortunately, Theorem 11.6.2 contains
a non-trivial flaw in [BarMo96]. Hopefully, we formulated a correct proof of
this important theorem on which the complete theory in [BarMo96] as well as
aspects in [MoSel96] are based. The concept ’bisimulation’ was originally intro-
duced by Johan van Benthem in [Be78]. It was around 1980 when bisimulations
began to become more and more important in many different areas in logic and
computer science. Later, we will consider further properties of bisimulations.
In particular, we will see several further versions of bisimulations adjusted to
certain environments.
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Chapter 12

Category Theory

This chapter provides necessary background information in category theory.
Categories can be used in order to model circularity in a very general frame-
work, the so-called theory of coalgebras. Using category theory as mathemati-
cal foundation and the theory of coalgebras as formal framework it will become
possible to model certain generalizations of non-well-founded set theory (for ex-
ample the corecursion theorem), as well as knowledge representations and the
distinction between common ground and private knowledge. In developing this,
we are forced to deal with quite abstract objects which require quite abstract
theories. We will begin our considerations with some basic concepts in category
theory like products, coproducts, and natural transformations. After that we
will discuss some examples in length. These examples include data structures,
term algebras and logical applications. Finally, we will examine certain prop-
erties of final objects in a given category. In the context of the next chapters
(Chapters 13 and 14), it will become clear why the work in category theory is
necessary.

12.1 Categories, Functors, and Operators

First, we need to define the concept of a category. It seems to be hard at first
sight to see that the following definition has any reasonable applications. As
we will see later, category theory is a theory with a huge variety of applications
and examples, in particular because of the generality of the theory.

Definition 12.1.1 We call A a category, if A is a siz-tuple of the form

A = (Obj4, Ar 4,04, dom, cod, id)
such that the following conditions hold:
e Obj4 is a class of objects of A.

o Ary is a class of arrows (morphisms) between objects of A. It is conve-
nient to write [a,b] 4 for the class of all arrows between object a and object
b. Clearly, it is allowed that [a,b]4 is a set.

267
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e oy is a binary operation (concatenation) defined on arrows of A, such
that o4 is associative. Hence it holds: if f o g and g o h are defined in
category A, then it holds: (f og)oh = fo(goh).!

e For every object a € A, id, € [a,a]a such that for an arrow f : b — a
and an arrow g : a — b it holds: id, o f = f and goid, = g. id, is
called the identity mapping from a into a.

e dom and cod are functions defined on arrows with range in Objaq. We
call dom(f) the domain of f, and cod(f) the codomain of f.

Remark 12.1.1 (i) In category theory, it is important to distinguish between
classes and sets. In our definition, we allow that the objects and the arrows
of a category are proper classes. Standardly, a category is called large, if
the collection of all objects of the category is a proper class. In the other
case, namely if the collection of all objects is a set, the category is called
(globally) small. If the collection of morphisms [a, b] 4 is a set for all pairs (a, b)
where a,b € Obj 4, then we call this category locally small. For our purposes
it is most times not important to distinguish between large and small categories.

(ii) Sometimes we will write simply Obj, Ar etc. without subscripts, if the
context makes it clear to which category we are referring to.

(iii) Notice that for an object a € Obj4 it holds: id, is unique. Assume id,
and id, are both identities of object a. Because of the defining conditions for
identities of Definition 12.1.1 we have the following equalities:

id, = id, 0id, = id,

Hence, id, is uniquely specified.

We would like to develop a concept that enables us not only to speak about
mappings (morphisms) between objects of a category, but also about mappings
between categories. The appropriate concept is called functor. The following
definition introduces this notion.

Definition 12.1.2 Let A and B be two given categories. A functor® : A — B
is a mapping, such that the following conditions hold:

(i) ®: Objas — Objg

(ii) ® : Ary — Arg satisfies the condition ®(f oy g) = ®(f) o P(g) and if
additionally f € Ara, then ®(f) € Arp.

(iii) For every object a € Objy it holds: ®(id,) = idg(q)

'We suppressed the subscript in o4, because it is clear in which category we work. We will
do this quite often, when the reference to a particular category is clear.
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Remark 12.1.2 (i) A functor ® can be understood as a structure preserving
mapping from a category A into a category B. The structure preserving nature
is essentially captured in the homomorphism-like conditions (ii) and (iii) of
Definition 12.1.2.

(ii) Notice that functors can be understood as a pair of mappings (¢, 1), such
that ¢ : Objg4 — Objg and ¢ : Ary, — Arp. Notice further that both
mappings are connected via the structure preserving properties of functors. ¢
and v are not independent of each other.

(iii) In principal, categories can be described without specifying objects at all.
This is possible because objects are determined by the identity morphisms
idg. In this respect, objects of a category can be represented as arrows and
category theory can be reduced to a theory of arrows.

We will give certain examples in order to clarify the introduced concepts.
The following examples are taken from different disciplines of mathematics and
provide a first idea of the generality of category theory.

Example 12.1.3 (i) One of the easiest and illuminating examples for cat-
egories are partially ordered sets. Assume D = (D, <) is a given partially
ordered set. We can interpret D as a category by the associating the following
objects. Interpret D as Objp, and the order relation < as arrows Arp: for
all a,b € Objp the expression a < b denotes a morphism f € Arp, such
that f : a — b. Every identity arrow id, for objects in D exists, because
< is reflexive. Associativity of concatenation of arrows holds because of the
transitivity of <. Notice that D is a small category.

(ii) The objects of the category SET are sets of a given universe (for example
ZFCqpq or ZFC), the arrows are arbitrary functions between two sets, and
concatenation of arrows is ordinary concatenation of functions on sets. The
identity mapping on a set a can be interpreted as the identity arrow of an
object a € Objser. Notice that SET is a large category, i.e. SET is a proper
class. On the other hand SET is locally small, because the collection of all
functions between two sets [a, blse7 is again a set.

(iii) Consider the category of all lattices LAT. Objects are lattices, and arrows
are lattice homomorphisms (i.e. order preserving mappings) from a lattice
a into a lattice b. The other conditions on LA7T are clear. The category
of all groups GROUP is defined similarly. Here, objects are groups, and
arrows are group homomorphisms. Another example is the category 7 OP
of all topological spaces, where the arrows are continuous functions from a
topological space a into a topological space b. All these categories are large
but locally small.

(iv) Naturally the above considerations lead us to the category of all categories
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(usually denoted by CAT). Here the objects are categories and the arrows
are functors between categories. Concatenation is defined as concatenation of
functors. Identities are the identity functors of the categories. Clearly, these
functors exist, because identities on categories satisfy the conditions required
for functors. It is clear that such a category is large. Furthermore, CA7 is not
locally small in general.

(v) Let us consider some examples of functors. Assume two partially ordered
sets D = (D, <) and D’ = (D', <) are considered as categories. Then any
order preserving mapping ® : D — D’ is a functor. If D and D’ are lattices
any lattice homomorphism mapping D into D’ is a functor.

(vi) An important functor in category theory is the so-called forgetful functor.
Given two categories A and B where B has less structure than A, then every
functor ® : A — B is called a forgetful functor. An easy example is the
functor ® mapping the category of all groups GROUP into SET: Every
group in Objgroup is mapped to its underlying set and any homomorphism
in Argroyup is mapped to its underlying set theoretical function. Clearly the
image of every object in Objgroyp looses structure. The same is true for
every morphism in GROUP. The general idea of a forgetful functor is easily
generalized to many algebraic structures.

In mathematics, it is often the case that certain duality principles hold.
For example, if a lattice D = (D, <) is given, we can define the dual of D by
‘turning the lattice upside down’. To give an example: D’ = (D, >) is the dual
of D. In category theoretic terms, one can represent this idea easily. Transform
a given category to its dual by reversing the direction of all arrows. The next
definition makes this intuition precise.

Definition 12.1.3 Assume A = (Obj, Ar 4, 04, dom, cod,id) is a given cate-
gory. The dual category A9F of A is the category with the following properties:

(i) The objects of A°T are the objects of A.

(i) The arrows of AF are the inverted arrows of A. Therefore, if f € Ary,
with f : a — b, then there is a morphism fOF in the category A°F with
f:b—a.

(iii) Concatenation of arrows in ACPF is defined as follows: (f o4 g)°F =
oP oP
g~ o qor fH.

(iv) The identity arrow is defined by (id,)°F = id,.
Remark 12.1.4 (i) It is easy to check that the definition of concatenation of

arrows in the dual category is associative. From this it follows easily that A°7
is in fact a category.
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(i) Notice that for a given category A it holds: (A°P)°F = A. This is obvious
by Definition 12.1.3.

(iii) We should mention that every category can be mapped via a functor to its
dual category. This functor maps objects to themselves and inverts the arrows
of the given category.

(iv) It is important to notice that the dual of a category A in which every
morphism is a function does not imply that in the dual category A°F every
morphism is also a function. It can be the case that these morphisms become
relations in the dual category. An example would be the category SE7. All
arrows in SET are functions mapping sets into sets. The dual category SET P
is a category in which some arrows are relations. For example, consider an
arrow f € Arser, such that f : {a1,a2} — {b} : a; — b (for i € {1,2}).
Then, the dual arrow fOF is the relation fOF = {(b,a1), (b, as)}. Clearly, fOF
is not a function.

We add two more examples for dual categories in order to make the reader
more familiar with this concept.?

Example 12.1.5 (i) Assume D = (D, <) is a partially ordered set. Then,
according to Example 12.1.3(i) we can consider D as a category. The category
DOY? has the same objects as D, but the arrows are inverted. An arrow
in Arp is an edge in the partially ordered set D. Because < is transitive,
concatenation is well-defined and associative. For every arrow f : a — b in
Arp there is an arrow fOF : b — a. The identity arrow id°" is equal to the
corresponding identity arrow in D. Therefore, it holds: id°% = id.

(ii) There are categories A that are isomorphic to their dual A (which means
the two categories cannot be distinguished). The easiest example for this
phenomenon is a category A that has only identity arrows as arrows. Then, it
is obvious that the dual category A®P is isomorphic to the original category
A. A non-trivial example for a category with this property is an Abelian group
interpreted as a category. The reason for the fact that an Abelian group is
isomorphic to its dual is the algebraic behavior of an Abelian group: Abelian
groups have only one (trivial) automorphism, namely the identity.

One central insight of mathematical considerations is the idea of the impor-
tance of principles that allow us to build new objects from given objects. For
example, one is used to the fact that in algebra product constructions, (direct)
sums, exponentiation operations etc. are very important for the underlying
theory. Category theory is not an exception. For example, the natural idea of
a product of two categories yields the concept of a bifunctor, i.e. a functor that

2Clearly, duality principles play an important role in all parts of mathematics and it is not
surprising that there is a variety of possible examples of this concept.
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is defined on a product of two categories. Such a functor can easily be modeled
by a pair of ordinary functors. We will not consider such natural constructions
now, but postpone some of them to later sections. In the next section, we will
consider constructions like products defined on objects of a given category.

12.2 Constructions

In this section, we will introduce several important concepts of category theory.
We will see that these concepts are natural generalizations of ideas well-known
in classical mathematical theories. The first concept we will examine is the
concept of a product of two objects in a given category. This is a generalization
of the more specific concept of a classical product operation as can be found in
set theory, group theory, lattice theory, or ring theory. Similarly to algebraic
theories we are able to generalize the concept of a product of two objects to the
product of arbitrarily many objects. The corresponding generalization is quite
straightforward.

Definition 12.2.1 Assume A is a given category. The triple (b X ¢, m, 7))
where by,c € Obja, and m : b x ¢ — b and m- : b X ¢ — ¢ are arrows of
Ary, is called a product if and only if the following condition holds: if there
are arrows f,g € Arg, such that f : a — b and g : a — ¢, then there
is a unique arrow (f,g) : a — bx ¢, such that the following diagram commutes:

(f,9)

b+~—7"——bxc ——c

The morphisms 7; and 7, are called projection functions. They are similarly
interpreted to ordinary projection functions in algebra theories or recursion
theory. The uniqueness condition in Definition 12.2.1 is crucial. Without the
uniqueness of (f, g), the definition would not give us a unique product of objects:
the uniqueness of (f, g) implies the uniqueness of the products of two objects
a and b (up to isomorphisms). More information concerning this point can be
found in Theorem 12.2.2).

Although the definition of a product seems quite unfamiliar we can inter-
pret any product in classical algebraic theories as a category theoretic product
construction. Consider the following examples.

Example 12.2.1 (i) Assume the category SE7 is given. The product opera-
tion in set theory is the ordinary Cartesian product of two sets. Assume b and ¢
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are two sets, then bxc = {(z,y) | * € bAy € ¢} is the Cartesian product, and
and m, are set theoretic projection functions. It is clear that for given functions
f:a—band g:a— cand for all a’ € a the following two equalities hold:

fl@) = m({f,9)(a"))
gla') = m((f. 9)(a"))

Hence, the corresponding diagram of Definition 12.2.1 commutes, and the
ordinary Cartesian product in set theory is really a product in the category
theoretical sense.

(ii) Assume D = (D, <) is a lattice. The infimum of two elements a,b € D is
a product operation. Because of the fact that inf{b,c} < b and inf{b,c} < ¢,
the projection functions exist for every object of the lattice. And if @ < b and
a < ¢, then a < inf{b, ¢} by the definition of infimum. Hence, there is an arrow
a < {b, c}, such that the corresponding diagram of Definition 12.2.1 commutes.

(iii) Assume we want to represent logical conjunction of first-order logic using
category theoretic terms. Assume further that the ’existence of a proof’ is
represented by an arrow — and propositions are modeled by objects. For
example, if we can prove that a + b, then this can be represented by the
arrow f : a — b. Assume such a category is given. We represent a logical
conjunction in a Gentzen-type calculus where we restrict our rules used in
deductions, such that at most one formula can occur on the left side of - and
at most one formula can occur on the right side of -. Then, conjunction should
satisfy the following (well-known) conditions.

abb at c akFbAc aFbAc
a FbAc a kb a b c

The above conditions can be represented in category theoretic terms as follows.
Assume that x is our symbol for products of objects (as defined in Definition
12.2.1) and assume further that propositions are modeled by objects of a
category and provability as an arrow of the same category. Then, the following
represents the conditions governing the properties of a conjunction.

f:a—b g:a — ¢ (f,g9): a — bxc
(f.g): a — bxc fia—b

(f,g): a — bxc

fia — c

The possibility to model proof-theoretic rules in category theoretic terms was
the origin of a strong endeavor of using category theory in proof theoretical
applications. We cannot follow this development here and refer the reader to
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[Tr92, GiLaTa89, Da92] for an overview of the relevance of category theoretic
in proof theory.

(iv) In the category of all groups GROUP, the category theoretic product
corresponds to the ordinary direct product in group theory. For topological
spaces there is the correspondence to topological products. It is possible to
transfer product operations of other disciplines of mathematics (such as graph
theory, the theory of vector spaces etc.) to category theoretic concepts as well.
This exemplifies the generality of Definition 12.2.1.

The next theorem shows that products are unique up to isomorphisms (sim-
ilar to the cases in our algebraic examples).

Theorem 12.2.2 Assume a category A is given. If A has products, then any
two products of two objects a,b € Obja are isomorphic.

Proof: Assume a x b and a-b are products with projection functions m;, 7,
and ¢;, ¢,, respectively. We have to show that both products are isomorphic.
Because a x b is a product and ¢; : a-b — a and ¢, : a-b — b, it holds:
(¢1,dr) : a-b —> a x b. Moreover, the morphism (¢, ¢,) is unique. Similarly, it
holds that (m, 7,) : axb — a-bis unique. Then, it follows that (m;, 7)o (¢, dr)
and (¢, ¢r) o (m, my) is the identity arrow. This implies that both products are
isomorphic. g.e.d.

A natural idea is to generalize products of two objects to products of arbi-
trarily many objects. This is quite similar to the generalization of the Cartesian
product of two sets a x b to the product [[,c;a; where I is a given index set
and all a;s are sets. We state the general definition of products in order to be
complete.

Definition 12.2.3 Assume that A is a given category. Assume further that
there is a family {b;}icr of objects of A where I is an index set. The pair
(ILics bis {mi}tier), such that for every j € I it holds: bj € Objy and m; :
[Lic; bi — bj is called a product if and only if the following condition holds:
if there are arrows fi : a — by for every k € I, then there is a unique arrow

fra— [l bi such that T f = fi.

It is quite easy to draw a picture for the finite case to get a better idea
how the general case Definition 12.2.3 works. Notice that Definition 12.2.3 is a
natural generalization of Definition 12.2.1. For the infinite case we cannot draw
pictures, but the above definition does work for the infinite case as well.

Although it seems to be the case that every category allows the introduction
of products this is not true. For example, partially ordered sets D = (D, <)
interpreted as categories, do not have products in general, because the infimum
of arbitrary elements x,y € D is not generally defined.
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In Example 12.1.3, we saw that there is the possibility to define the dual
of a given category A. This construction is determined by inverting the arrows
in A. Duality principles are quite common in mathematics. The same is true
for category theory. Here, every dual construction and every dual object of a
given category is denoted by co- followed by the name of the construction or
the object. For example, consider products. The dual construction is called a
coproduct. The next definition makes the concept of a coproduct precise.

Definition 12.2.4 Assume a category A is given. A triple (b+c,iny, in,) where
b+c € Objg and in; : b — b+c and in, : ¢ — b+ are arrows in A, is called
a coproduct (or sum) if and only if the following condition holds: if there are
arrows f,q € Ary, such that f : b — a and g : ¢ — a, then there is a unique
arrow (f,g) : b+ ¢ — a, such that the following diagram commutes:

(f,9)

b - b+c

- c
mny Ny

Remark 12.2.2 (i) A coproduct can be naturally associated with the dual
construction of a product. (Compare the diagrams in Definition 12.2.1 and
Definition 12.2.4.) The inverted morphisms of the projection functions in the
above definition of a coproduct are usually called injections.

(ii) Alternative names for coproducts are sums and directed sums (dependent
on the algebraic theory). This can be motivated by the fact that coproducts
are generalizations of sums used in many algebraic theories (compare Example
12.2.3). Therefore, our usage of the symbol '+’ in order to represent a
coproduct is an intuitive usage for the construction but does not represent the
duality principle behind the construction.

We will add some examples for coproducts in the following. Again these
constructions are familiar from classical algebraic theories.

Example 12.2.3 (i) Consider again the category SE7. Whereas, in the case of
products the corresponding set theoretic construction was the Cartesian prod-
uct, the associated construction in set theory for coproducts is disjoint union.
Assume b, ¢ € Objser. Then the triple

{(z,i) | (xebAi=0)V(zecAi=1)}ing,in,)
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where in; : b — {(t/,0) | V/ € b} and in, : ¢ — {{¢/, 1) | ¢ € ¢} is a coproduct.
It is easily checked that the diagram in Definition 12.2.4 commutes for this
set theoretical example. The disjoint union in set theory is the prototypical
example for a coproduct.

(ii) Assume D = (D, <) is a lattice interpreted as a category. We saw in
Example 12.2.1(ii) that products in lattices correspond to infima of objects.
Similarly, a coproduct of a lattice is given by the supremum of objects of that
category. This can be checked immediately.

(ili) For the standard algebraic structures, coproducts are constructions
that are associated with one or the other form of sums. In the category of
topological spaces, topological sums satisfy the coproduct conditions and in
the category of groups we can associate free sums with coproducts. In the
category of Abelian groups as well as in the category of R-modules, direct
sums are examples of coproducts.

(iv) In Example 12.2.1(iii), we saw how to model conjunctions and their
behavior in category theoretic terms. We want to do the same for coproducts.
The corresponding logical connective for coproducts is disjunction (interpreted
as an exclusive disjunction). The corresponding rules for disjunction can be
specified as follows.

a b c bk ¢ abb a bt c
aVbt c a FbVe a FbVe

The translation of these rules into category theoretic terms is quite straight-
forward. Again, proofs are interpreted as arrows and propositions as objects.
Then we get the following corresponding rules.

f:ia — ¢ g: b — ¢ f:a — b
(f,g): a+b — ¢ myof:a — b+c

f:a — ¢
inrof:a — b+c

Similarly to the case of products one can show that coproducts are unique
up to isomorphisms. The next theorem states this fact.

Theorem 12.2.5 Assume a category A is given, furthermore A allows coprod-
ucts. Then it holds: any two coproducts of objects a,b € Obj4 are isomorphic.

Proof: Assume a+b and a®b are coproducts with injection arrows in;, in,,
and ¢y, ¢, respectively. Because a + b is a coproduct, ¢; : a — a @ b and
¢r b — a @b, we have (similar to the case in Theorem 12.2.2) the unique
morphism (¢, ¢,) : a +b — a @ b. Uniqueness holds also for the morphism
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(ing,iny) : a®b — a+0b. Therefore, (¢, pr)o(ing, in,) as well as the dual arrow
(ing,iny) o (¢, ¢r) are the identity arrow. Conclude: every two coproducts are
isomorphic. g.e.d.

The natural generalization of coproducts of two objects to coproducts of
arbitrarily many objects of a given category can be achieved in a similar way as
it was described in Definition 12.2.3 for the generalization of products. The pre-
cise definition of the general form of the definition of coproducts is formulated
in the next definition.

Definition 12.2.6 Assume that A is a given category. Assume further that
there is a family {b;}icr of objects of A where I is an index set. The pair
(LLics bis {initicr), such that for every j € I it holds: bj € Obja and in; :
bj — [1;cs bi. is called a coproduct if and only if the following condition holds:
if for every j € I there are arrows fj : bj — a, then there is a unique arrow
[ ier bi — a such that foin; = f;.

The next category theoretic concept we introduce is the concept of a pull-
back. Pullbacks will become important in the theory of coalgebras, in particular
when we will model infinite streams.

Definition 12.2.7 Assume A is a given category. Assume further that two
arrows f 1 a — ¢ and g : b — ¢ are given. A pullback (sometimes also
called Cartesian square) is a triple (d,h,r) where d € Obja, and h : d — a
and r : d — b are arrows of A, such that the following condition holds. If
u:d — aand v :d — b are two arrows of Ary, such that fou = go v,
then there exists exactly one arrow g : d — d, such that the following diagram
commutes:

The basic idea of pullbacks can be summarized as follows: we can define an
arrow v with range a and an arrow v with range b that are induced by an arrow
f with range ¢ and an arrow g with range c. An important property is that if f
is a monomorphism, then the newly defined arrow u is a monomorphism, too.
We want prove this property of pullbacks now.
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Theorem 12.2.8 Assume that a category A is given. Assume further that
(d,h,r) is a pullback in A as depicted in the diagram of Definition 12.2.7.
Then it holds: if f is a monomorphism, then r is a monomorphism, too.

Proof: Assume that (d,h,r) is a pullback as in the diagram of Definition
12.2.7. Assume further that f : « — ¢ is a monomorphism, and that v; and
9 are arrows with v; : d — d and 79 : d — d, such that r oy, = r o 7.
It follows that gor o~y = gor o, and because gor = f o h, we get
foho~; = foho~yy. Because f is a monomorphism, we can infer hoy; = ho~s.
Hence, 1 = 72, because (d, h,r) is a pullback. This implies that » must also
be a monomorphism. g.e.d.

In the following, we will mention some examples of pullbacks. In the theory
of coalgebras, we will see more examples for this concept.

Example 12.2.4 (i) Consider the category SE7. An example for a pullback
in SET is the triple (a ® b, f, g), such that a ® b is defined as follows (where
a X b represents the ordinary Cartesian product):

a®b={{z,y) €axb| f(x) =gy}

Assume additionally that h : a ® b — a and ¢ : a ® b — b are ordinary
projection functions (because a®b consists of pairs of elements of the Cartesian
product of a and b projection functions are well-defined in this context). To
see that the triple (a ® b, f,g) is in fact a pullback, consider the following.
First, notice that the following diagram commutes.

a®b

If we map an arbitrary pair (z,y) € a ® b via h to a, then h((z,y)) = x. For
the application of 7 it holds: r((z,y)) = y. Now, our condition f(z) = g(y) on
a ® b ensures that foh = gor. To see that for an arbitrary triple (d’,u,v)
which satisfies the corresponding conditions of (a ® b, h,r) (i.e. which yields
a commutative diagram when (a ® b, h,r) is replaced by (d’,u,v)) there is
a unique mapping v : d — a ® b, such that the corresponding diagram
commutes, consider the following. Choose an arbitrary element e € d’. Then,
u(e) = z and v(e) = y. Because the diagram for (d’,u,v) commutes, we have
g(y) = z and f(z) = z. Hence, we have a uniquely defined pair (z,y) € a ® b,
such that y(e) = (z,y). This shows that - is unique.
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(ii) Consider the category of all groups. An example for a pullback in the
category of all groups is quite similar to our first example (i). Given two
arrows f : a — cand g : b — ¢ (a,b,c are groups and f,g are group
homomorphisms) we can construct a pullback as a triple (d, h,r), such that
d is a subgroup of the product of the groups a and b, such that it holds:
(x,y) € axbif and only if f(z) = g(y). It is easy to check that this specification
determines a pullback. Notice the similarity of the construction to (i).

(iii) In topological spaces, there is already a well-known construction that
corresponds to pullbacks. Fiber produces of given topological spaces a and b
are precisely pullbacks where the induced topology is given by the product
topology. The connection to topology is the reason that sometimes pullbacks
are called fiber products.

We introduce a slightly different type of pullback, a so-called weak pullback.
Although weak pullbacks differ only in the uniqueness condition of the existence
of the morphism ~ (compare Definition 12.2.7), we state the definition fully
explicit here.

Definition 12.2.9 Assume A is a given category. Assume further that two
arrows f :a — c and g : b — ¢ are given. A weak pullback is a triple (d, h,r)
where d € Obju, and h : d — a and r : d — b are arrows of A, such that the
following condition holds. If u:d — a and v : d — b are two arrows of A,
such that f ou = gow, then there exists at least one arrow v : d — d, such
that the following diagram commutes:

Similar to the case of products, there is also for pullbacks a dual construc-
tion, a so-called pushout. This co-construction consists essentially in inverting
the arrows. It is the generality of category theory that enables us to speak
about the dual construction of a pullback as a concept that just inverts the
arrows of a product. Nevertheless, we want to define pushouts explicitly here.

Definition 12.2.10 Assume a category A is given. Assume further that two
arrows [ : a — b and g : a — ¢ are given. A pushout (sometimes called
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a cocartesian square) is a triple (d,h,r), where d € Obja, h : b — d and
r:c—d are arrows of Ar 4, and it holds ho f = rog, such that the following
condition holds: If there is an object d' and arrows v : b — d' and v : c — d',
such that wo f = v o g, then there is a unique arrow v : d — d’, such that
yoh=u and yog =wv. In other words: the following diagram commutes:

g h
U
cC ————— d
w
!
» d

In order to give a more concrete idea of the properties of pushouts, we add
some examples for this concept.

Example 12.2.5 (i) Pushouts are dual constructions of pullbacks. Consider
the category SE7 again. Assume that two sets b and ¢ together with arrows
h:b— dand r:c— d are given. Assume further that a is equal to bN ¢
and that f and g are inclusion arrows. Then, the triple (b N ¢,idy,id.) is a
pushout as can be easily verified.

(ii) Assume we have the same situation as in (i), except that a is not equal to
the intersection of b and c¢. First, take the disjoint union b+ c of sets b and ¢ and
define an equivalence relation ~ on b+ ¢, according to the following condition:

VeebVyec:(x~y < Fz€a: f(z)=x A g(z) =y)

Then (b+ ¢/~ ,in,,in;) is a pushout.

(iii) Concerning topological spaces, pushouts correspond to fiber sums of two
given topological spaces. The topology on d is induced by the topology on the
fiber sum. Like in the case of pullbacks the concept of a pushout originates
from topology.

(iv) In the category of all groups, a pushout of two groups b and c is the group
b- ¢/, where z is the smallest normal subgroup in b-c. (Here, b - ¢ represents
the free product of a and b, i.e. the ordinary product in the category theoretic
sense.)
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We finish this section about constructions with these concepts. Further re-
marks should be added concerning a common property of all these constructions.
In category theory, products and pullbacks together with their co-counterparts
are special forms of limits (colimites). We do not have the space to say more
about interesting generalizations of the presented concepts. In the next sec-
tion, we will introduce two very important notions: natural transformations,
a concept that was formulated at the very beginning of category theory and
adjunctions, probably the most important concept of category theory, strongly
used in logic and computer sciences.

12.3 Natural Transformations and Adjunctions

In the last section, we examined constructions on objects and arrows. Whereas
we worked purely in a given category the possibility exists to define construc-
tions on categories and functors as well. In this section, we will introduce
two of these operations. Natural transformations are in a certain sense one
of the most fundamental ideas in category theory. They played a prominent
role when category theory was developed. The next definition introduces this
concept precisely.

Definition 12.3.1 Assume two categories A and B are given. Assume further
that F and G are two functors with F : A — B and G : A — B. A natural
transformation o : F — G is a function that maps every object a € Obj4 to an
arrow aa) = F(a) — G(a) € [F(a),G(a)], such that the following condition
hold: For every f € Ar4 with f : a — b it holds: a(b) o F(f) = G(f)oal(a) is
a morphism in Arp mapping F(a) into G(b).

Remark 12.3.1 (i) It is easier to use a diagram in order to clarify the situa-
tion. The crucial conditions for natural transformations can be represented as
a commuting diagram. Notice that all arrows and all objects of the following
diagram are in B.

F(a) G(a)
F(f) G(f)
F(b) G(b)

Natural transformations are defined as functions mapping objects of A into
arrows of B. As we can see in the diagram above, a(a) maps for every object
a € Obj an object F(a) € Objg into an object G(a) € Objg. In other words:
a maps F' into G, such that the structure preserving properties of F and G
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are preserved.

(ii) Natural transformations mark the starting point of category theory. This
concept was introduced in [EiMad5] as one of the first concepts at the very
beginning of category theory.

We will consider two examples.

Example 12.3.2 (i) Consider A = (A, <) and B = (B, <’) are partially
ordered sets considered as categories. Assume further that F : A — B and
G : A — B are functors, i.e. F and G are order preserving mappings. If
«a : F — @G is a natural transformation, then it holds: F(a) <’ G(a). This
is true, because there is only one arrow from F(a) to G(a) and therefore this
arrow is equal to F'(a) <" G(a). This implies that there is a natural transfor-
mation just in case F <" G, i.e. for every a € Obja it holds F(a) <" G(a)
(the order is induced pointwise). It is clear that the corresponding diagram of
Remark 12.3.1(i) commutes in that case.

(ii) Consider the category of all lattices LA7 . Assume that there are two lattices
a and b given. The product of a lattice x with a lattice a, can be viewed as a
functor mapping LA7T into LA7. Consider F, : LAT — LAT :x+——x X a
and Gy : LAT — LAT : x — x x b. What happens with morphisms in
LAT, if F, and Gy are applied? If f : d — d' is a lattice homomorphism in
LAT, then the natural choice is captured by the following conditions:

F.(f): LAT — LAT : f+—— (f,id,)
Gy(f): LAT — LAT : f — (f,idp)

Notice that the functor F, maps an arrow f : d — d’ into a pair because
the lattice d is mapped into d x a and d' is mapped into d’ x a. Therefore,
we need two arrows for F,(f) to make sure that the arrow is defined on
d X a. Now, an example for a natural transformation on this category of
products of lattices can be easily given by ’inverting the pairs’. Given an
arrow f : d — d' a natural transformation «(f) can be defined according
to: a(f)(z) :  x d — x x d’. Then, the following identification is justified:

a(f)(x) = (idy, f).

One of the most important concepts in category theory is the concept of
an adjunction. The importance of adjunctions is partially based on various
applications of this concept. In fact, we can find adjunctions in many different
areas of mathematical discourse. The definition of an adjunction is not very
illuminating at first sight, and it is not easy to describe this concept intuitively.
Adjunctions associate functors that 'preserve sets of arrows [a, b] between two
objects’. In fact, the functors map a category A into a category B (and vice
versa), such that all homomorphism sets are isomorphic. We shall consider
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the definition of this important concept. Before we formulate this precisely, we
specify what we mean by a natural bijection between two objects a and b.

Definition 12.3.2 (i) Assume A and B are two given categories and
F:A— Band G: B — A are two functors. Assume that there is an
isomorphism ¢ : [a,G(b)] — [F(a),b], i.e. it holds: [a,G(b)] = [F(a),b].
Given an arrow f' :a’ — a in Ar 4 we call this isomorphism ¢ natural in a if
and only if the following diagram commutes:

0, GO [F(a). b
Iz F(f*)
o, GO [F(, D)

In the above diagram, f* is defined according to the condition: If g € [a, G(b)],
then f*(g) = go f.

(ii) Assume an arrow g : b — b’ in Arg is given. We call the isomorphism
¢ : la,G(b)] — [F(a),b] natural in b if and only if the following diagram
commutes:

0, GO —2— [F(a). b
G(g*) g
0, G| ——— [F(@),]

(1ii) If for f : a — a' and g : b — V' both diagrams above commute, then we
call ¢ natural in a and b.

Using Definition 12.3.2 it is quite easy to define the concept of an adjunction.

Definition 12.3.3 Assume as above that A and B are two given categories and
F:A— Band G: B — A are two functors. We call the triple (F,G, ¢) an
adjunction if and only if ¢ : [x,G(y)] — [F(x),y] is a natural bijection in x
andy for all x € Obj4 and b € Objr. The functor F is called the left adjoint to
G and G is called the right adjoint to F. ¢ is called the adjunction isomorphism
for (F,G).
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We add some remarks concerning the concept of an adjunction.

Remark 12.3.3 (i) We will not give examples of the above construction in
this section. We refer the reader to Section 12.4 for examples and additional
remarks concerning properties and the behavior of adjunctions.

(ii) We will see later that seemingly trivial functors like the forgetful functor
induces interesting constructions when we consider these functors in the light
of adjunctions. This is quite surprising, because the forgetful functor maps
objects to ’less interesting objects’ in the sense that the latter ones have less
structure.

(iii) Adjunctions and adjoint functors are very common in mathematics. Al-
though Definition 12.3.3 seems to be very specific we will see that in various
parts of mathematics and logic adjunctions play an important role. Sanders
MacLane pointed this out with the following statement:

"The slogan is: 'Adjoint functors arise everywhere’” .3
(iv) Definition 12.3.3 seems to be quite complicated. In fact, the idea behind
the whole consideration is relatively simple. This idea is if functors are related
by an adjunction, then they can be ’interdefined’, i.e. if we have one of the
functors F' and G, the other one is determined up to isomorphisms.

The following remark gives an alternative definition of an adjunction.

Remark 12.3.4 There are alternative definitions of adjunctions. We shall
mention one definition that uses the concept of a natural transformation.
Given two categories A and B, two functors F' : A — B and G : B — A,
and a natural transformation « : I4 — G o F, the triple (F,G, ) is called
an adjunction if for every b € Objg and for every arrow f : a — G(b) with
f € Ar 4 there exists exactly one arrow f* : F(a) — b, such that the following
diagram commutes:

IA(Q) G (¢] F(a)

We can state the following fact relating the two different definitions of ad-
junctions.

3Cf. [Ma71].
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Fact 12.3.4 Definition 12.5.3 of an adjunction and the alternative definition
of an adjunction in Remark 12.3.4 are equivalent.

Proof: "=" Assume that (F,G, ¢) is a pair that is an adjunction accord-
ing to Definition 12.3.3. Then, the isomorphism ¢ induces an isomorphism
¢ :[I(a),I(d')] — [G o F(a),G o F(d')]. Tt follows that o : [4 — G o F is
a natural transformation. Furthermore, it holds (because of the isomorphism
#) that for every f € [a,G(b)] there is exactly one arrow f* : G(a) — b.
The commutativity of the diagram above follows from the fact that ¢ is natural.

7<= Trivial. g.e.d.

In the following section, we shall give examples and additional facts con-
cerning the concepts we introduced so far. We will stress the ideas of adjoint
functors and natural transformations. With a certain intention we will consider
a logical example in more detail: intuitionistic implication and conjunction
(as other connectives) form a pair of adjunctions. Features like that make it
plausible to use category theory even in the area of substructural logic.

12.4 Further Examples and Additional Facts

In this section, we want to summarize examples of adjunctions and natural
transformations. Additionally, we will state some facts and properties of
these constructions. With respect to the ideas of Section 12.2 some remarks
concerning limits are also included. We will not try to be complete in any sense
because this chapter should not serve for a concise and exhaustive introduction
into category theory. The intention is simply to clarify some concepts that
will occur later in the development of the theories of coalgebras, corecursive
definitions and circular set theory.

We begin our considerations with some easy examples concerning adjunc-
tions. Examples of adjunctions are probably more important for an understand-
ing of the concept ’adjunction’, than the literal definition itself.

12.4.1 A Remark on Partial Orders

Assume two partially ordered sets D = (D, <) and D’ = (D', <) are given.
We can interpret D and D’ as categories where for every a,b € D it holds:
f:a— bif and only if @ < b. A similar relation holds also for D’. A functor
F : D — D’ preserves the order, therefore it must hold:

a<b— F(a) < F(b)

This is simply the monotonicity condition for functors. That means, if F' pre-
serves the order relation, then F' has the property to be monotone in the <
relation and vice verse.
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What is an adjunction? Consider the triple (F, G, o). We can state the fol-
lowing condition: (F,G,a) is an adjunction if F: D — D’ and G: D’ — D
are functors, such that the mapping a : Ip(a) — G o F(a) is a natural
transformation.* This is true, if for every a € Objp it holds: a < G(F(a)).
This is our first requirement for the triple (F,G,«), in order to justify the
properties of an adjunction. We need to make sure to satisfy a second con-
dition: It must hold that for every arrow f : a — G(b) € Arp there exists
exactly one arrow f! : F(a) — b, such that the corresponding diagram in
Remark 12.3.4 commutes. This translates to the condition F(G(b)) < b for
every b € Objp/. We state a justification for this claim: We set a < G(b) and
f : G(b) — G(b) (which is obviously the identity arrow). Then it holds: for
every f : G(a) — G(b), there is exactly one f#: F(G(b)) — b, provided our
relation F'(G(b)) < b holds. Conclude: The two functors F' and G define an
adjunction if for every a € Objp it holds: a < G(F(a)) and for every b € Objpr
it holds: F(G(b)) < b.

12.4.2 Products and Coproducts

We introduced adjunctions as relations between functors, whereas products
and coproducts (limits in general) are operations on objects of a given
category. Because functors can map a category A into itself, it is possible to
interpret products as adjunctions. Assume A is a given category. We examine
the case of coproducts. We can consider coproducts as a mapping of a func-
tor, such that the following condition holds. Let F': Ax A — A be defined by:

(i) F({a,b)) = a + b for a and b be objects in A

(i) F(f:a—d,g:b—V)={(f,9):a+b—d + ¥
where f and g are arrows in A

Our claim can be formulated as follows: F' is the left adjoint of the functor
G: A— Ax A, such that composition and identity is pointwise induced.
(The product A x A has as objects pairs of objects of A and as arrows pairs of
arrows of A.) First, it is clear that for every pair of objects (a,b), there is an
arrow

(f,9):{(a,b) — (a+b, a+b)

Hence, we simply have to show that for any arrow (f, g) : (a,b) — (c, c), there
is a morphism f+ g : a +b — c. This becomes clear considering the following
diagram.

“We use the definition of an adjunction as stated in Remark 12.3.4.
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(a,b) i) (a+b,a+b)

(f+a9,f+g)
(f.9)

{¢,)

Given (f,g) : (a,b) — (c, ), the uniqueness of

(f+9,f+g) :{atbatb) —{c0

follows from the uniqueness of the coproduct. This can be easily checked. It is
clear that the above diagram commutes.

Because of duality reasons, products can similarly defined using adjunctions.
This time products are right adjoints of the functor G defined above.

12.4.3 Data Structures

We want to describe a very elementary data structure as an example for an
adjunction.® We can recursively define functions on lists as follows:

length(nil) =0
length(s{t) = length(s) + length(t)
length(unit(z)) =1

The defined function length takes as input a list s and maps this list to a
natural number specifying the length of s. In a similar way, we can recursively
define a function that collects all elements of a list set theoretically:

element(nil) = ()
element(s{t) = element(s) U element(t)
element(unit(x)) = {z}

We can interpret this situation in category theoretic terms as follows. Consider
the two monoids® 1ists and numbers defined as follows:

lists = (1ist(95), ¢, nil)
numbers = (N, +,0)

Now consider the following diagram:

The following example is due to [Ry86).
5Monoids are structures with an operation +, such that + is associative and there is a
zero-element 0 with the property: t +0=04 2z = z.
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unit

S - List(S)

f* = length

N

In the above diagram, f is a function that takes any element of S to the
number of elements of that list. Notice that f* is a homomorphism. Moreover,
f* defines the length of a list. The diagram above describes a situation that
is quite close to an adjunction, although no functors are defined. We can do
this quite easily by a defining a functor ' mapping a list to itself and a functor
G mapping this list to the singleton set of that list. Then, unit is a natural
transformation and in total the requirements of an adjunction are satisfied.

The same procedure yields an adjunction in the case of the definition of
a function collecting elements of a list. Here the monoid (N, +,0) must be
replaced by ((Setrpin(S),U,0). Furthermore, some other trivial adjustments
are necessary, but the outcome is the same. Again we can view the definition
of that function collecting elements of a list as an adjunction.

The last section in this chapter about category theory summarizes facts con-
cerning final objects of categories. Final objects (in particular final coalgebras)
play an important role in the development of non-well-founded set theory and
the applications in situation theory.

12.5 Final Objects

There is a further category theoretic concept we need to introduce. This concept
describes the idea that certain objects of a given category can be designated as
objects with special properties. Assume a category C is given. Then we want
to know whether there is an object a € Obje, such that for every other object
b € Objc there is precisely one arrow f : b — a. This designated object is
called final object. On the other hand, we want to examine the existence and
the properties of a dual object, namely an object ¢ € Objc, such that for every
object d € Obje there is precisely one arrow g : ¢ — d. The latter object
is called an initial object. Although the idea is simple we state the explicit
definition here.

Definition 12.5.1 (i) Assume C is a given category. An object a € Objc is
called initial, if for every b € Obje there exists a unique arrow f € Are, such
that f : b — a.

(i) Assume again a category C is given. An object ¢ € Objec is called final,
if for every object d € Objc there exists a unique arrow g € Arc, such that
g:d—c.
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Although the idea of the concept of an isomorphism in category theory is
the same as in other algebraic theories, it is useful to state the definition here
explicitly.

Definition 12.5.2 Assume a category C is given. An arrow f :a — b is an
isomorphism if and only if there is an arrow g : b — a, such that go f = id,
and f o g=1idy.

We give some examples for initial and terminal objects in order to make the
reader more familiar with these abstract concepts.

Example 12.5.1 (i) Consider the category SE7. As we explained in Example
12.1.3(ii) the arrows are arbitrary functions form sets into sets. Because the
objects of SET do not have an algebraic structure (like groups or topological
spaces do have) two objects are isomorphic if and only if they have the same
cardinality. This implies that every object is final in SE7, if this object is
precisely a one-element set. That holds because from every set a there is
precisely one function mapping a into the one-element set. Notice that all
sets with the same cardinality are isomorphic. Therefore, the final object in
SET is unique up to isomorphisms. Concerning initial objects, the empty set
() is an initial object, because for every object a € Objser there is a unique
f:0 — a. Notice that f = {0}.

(ii) Consider the category REC of simple recursion data. REC is specified
as follows: the objects are triples (X, z, f) where X is a set, z € X, and
f:X — X is a (total) function. An arrow ¢ : (X,z, f) — (Y,y,g) is a
function ¢ : X — Y, such that ¢(z) = y and ¢(f(z)) = g(¢(z)). Identities
are clear and composition is ordinary composition of functions. What is the
initial object of REC? Consider the triple (N, 0, s), i.e. the natural numbers
with 0 and the standard successor function. Obviously, there is a unique arrow
f from the triple (N, 0, s) to every other object of REC. Hence, the structure
(N, 0, s) is the initial object of REC. Concerning final objects it turns out that
REC has also final objects. Final objects are triples ({z},(),id) where {x} is
an arbitrary one-element set.

(iii) Consider a partially ordered set D = (D, <) as a category. In general, D
has no initial or final objects. This changes if D is a CCPO. Then the bottom
element 1 of D is initial because there is precisely one arrow to all other points
d € D. If D has also a top element T, then T is final, because the resulting
structure is a complete lattice. Notice that every complete lattice D = (D, <)
has a final and initial object. Furthermore, every complete semilattice has an
initial object.

As we saw in Example 12.5.1(i), there are infinitely many final objects in
SET, but all these objects are isomorphic. We can generalize this fact as follows:
in every category C final and initial objects are unique up to isomorphisms
provided they exist.
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Proposition 12.5.3 Assume C is a category with final and initial objects.
Then it holds: the initial and final objects are unique up to isomorphisms.

Proof: Assume C is a category with initial and final objects. Assume
further that a and b are two final objects. Notice that id, and id; are unique.
Therefore, the following diagram commutes.

Obviously, all arrows in the diagram are unique. Using Definition 12.5.2 it
follows that a and b are isomorphic. The proof concerning initial objects is the
dual of the above reasoning. g.ed.

An important concept for applications is the correspondence between fixed
points and initial or final objects. We will prove the following correspondences:
the initial object a of a given category can be associated with a fixed point of
a certain endofunctor I'. The same is true for the final object. In general, the
two fixed points are different because the final and initial objects are different
in general. The following facts make that intuition precise.

Fact 12.5.4 Assume a category C and an endofunctor I' is given, such that
for every object T'(b) € Objc there is a morphism f : b — T'(b). If an object
a € Obje is final, then a is a fived point of T'.

Proof: Let a be a final object in C. Now, consider the object b = I'(a). By
assumption there is a morphism f : @ — I'(a). Then the following holds:
I'(a) LGP I'(a) T, q
By uniqueness (up to isomorphisms) of the identity morphism id, and idp(q)
it follows that f o g = idp(,) and g o f = id,. This shows that f is the inverse
morphism of g and vice verse. Conclude: a is a fixed point (up to isomorphisms).
g.e.d.

The following fact shows that the dual statement is also true: every initial
object is a fixed point of an endofunctor I'.

Fact 12.5.5 Assume a category C and an endofunctor I is given, such that for
every object b € Obje there is a morphism f : I'(b) — b. If an object a € Obje
1s initial, then a is a fized point of T'.
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Proof: Dual of Fact 12.5.4 g.e.d.

Some further remarks are added at the end of this chapter.

Remark 12.5.2 (i) Intuitively, one associates with a maximal fixed point a
final object and with a minimal fixed point a initial object. The problem is
that without further specifications of the category C one has no order relation
where the notions maximal vs. minimal fixed point can refer. For special cases
this is less problematic as we will see later.

(ii) It is illuminating to consider the additional conditions on I' in Facts 12.5.4
and 12.5.5 in an easy example. If one considers D = (D, <) as a category,
then the existence of a morphism f : b — T'(b) translates into the condition:
Vb € D : b < T(b), whereas the condition on I' in Fact 12.5.5 translates into
Vb e D :T'(b) < b. In the first case, this property of I" is usually called inductive.

(iii) Facts 12.5.4 and 12.5.5 give a first flavor of the situation in the theory of
coalgebras as described in the next chapter. Here, an endofunctor I' : C — C
is essentially embedded in the definition of a coalgebra. A similar result holds
also in the case of coalgebras.

We finish the introduction into category theory with these remarks. More
could be said about further types of categories. For further information concern-
ing general concepts in category theory the reader is referred to the standard
literature mentioned in the History section.

12.6 History

There are many good introductions in category theory. The standard textbook
is still [MaT71]. A readable introduction is [Sc70] (or the English version [Sc72]).
Another alternative is [Pa70]. Good tutorials for quite different concepts of
category theory and a good resource of many applications for computer science
can be found in the book [GoHa86]. In particular, this text as well as the text
[BaWe90] are valuable for someone who is especially interested in using category
theory in the theory of programming or in computer science in general. Our
informal presentation of category theory is in the spirit of [Sc70]. This book
is translated from German into English, revised and slightly enlarged in the
English edition.

The origins of category theory go back to the late 50s motivated by topology.
The invention of the theory is usually prescribed to MacLane and Eilenberg
referring to their article [EiMad45]. After that time, a rapid development took
place, first with respect to applications in topology, but later because of the
fact that category theory was successfully used in different algebraic theories.

The idea to use category theory in logic is not very old. The classical
field where category theory initiated new results in logic is linear logic. Most
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prominently it was Girard who developed this application of category theory.
With the help of category theory Girard was able to give the first model for
linear logic. Classical resources for more information about term categories
and the usage of category theory in substructural logic are [Da92, Tr92], and
[GiLaTag9].



Chapter 13

Coalgebras and Transition
Systems

In the last chapter, we introduced a lot of category theoretic concepts. Although
category theory is a topic that justifies interest and research in its own right,
our primary concern is to use these techniques for circular phenomena in this
chapter and the following ones. First, we will introduce some basic concepts
of theoretical computer science and the theory of coalgebras. Second, we will
model labeled transition systems and streams in category theoretic terms. After
that we will examine the principle of proof by coinduction in a wider context.
The main aim of this chapter is to present a possibility to model certain concepts
in theoretical computer science. In particular, we will emphasize the theory
of deterministic labeled transition systems as the most prominent example.
Last but not least, we will associate systems of equations with the theory of
coalgebras.

13.1 Coalgebras and Some Properties

We begin our consideration with labeled transition systems. Labeled transition
systems can be found in various fields in theoretical computer science and are
a generalization of the theory of finite state automata. Contrary to finite state
automata labeled transition systems can be infinite. We want to discover how
labeled transition systems can be represented as I'-coalgebras.

Definition 13.1.1 Let A be an arbitrary set (of labels) and S be a set of states.
The triple (S, —g, A) is called a labeled transition system if it holds: —g C
Sx AxS. We call — g the transition relation (or the dynamics) of the labeled
transition system (S,—g, A).

Example 13.1.1 Assume A = {42,—1} and the set of states is equivalent
to the set of the natural numbers: S = N = {0,1,2,...}. We define a labeled
transition system (S, —g, A) for the defined sets S and A via the transition
relation — g as follows:

293
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(s,a,8') € —g = s =s5+2o0r § =5—1

The considered labeled transition system (S, —g, A) can be represented as an
infinite graph as follows:

The next definition provides the main concept for this (and the following)
sections. It is the concept of a coalgebra. Although coalgebras are formulated
as an abstract concept that was not connected with the theory of automata
originally, coalgebras can be considered as a generalization of labeled transition
systems.

Definition 13.1.2 Let SET be the category of all sets, I' : SET — SET be a
functor, and S be an arbitrary set. A pair (S,ag) is called a T'-coalgebra (also
called T-system), if ag : S — T'(S). We call S the carrier or set of states of
the T'-coalgebra and ag the T'-transition structure (also called the dynamics of
the system).

Remark 13.1.2 (i) Our definition of a I'-coalgebra is completely general
with no restrictions on the functor I'. Later we will consider I'-coalgebras
with additional restrictions concerning I'. Most prominently we will consider
coalgebras where I' is composed of certain simple operations.

(ii) In Definition 13.1.2, T" is a functor mapping a specified category SE7T into
itself. An obvious generalization of Definition 13.1.2 would be to drop this
specification. We can say that given an arbitrary category C the functor I’
has only to satisfy the condition to be an endofunctor. This is sufficient to
define I'-coalgebras. For the purpose of this chapter it is not necessary to be
as general as possible.

The next fact points out the close connection between labeled transition
systems and I'-coalgebras. It turns out that labeled transition systems are
precisely I'-coalgebras for a particular functor I'.

Fact 13.1.3 FEwvery labeled transition system can be interpreted as a I'-coalgebra
and every I'-coalgebra with I' : S — A x S can be interpreted as a labeled
transition system.
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Proof: =" Assume (S,—g, A) is a labeled transition system. In order
to find a representation in terms of a I'-coalgebra, we need to characterize I
itself. Define I' according to the following condition:

I'S) ={Y|YCAxS} = p(AxS)

We can choose for the I'-transition structure the following condition, where we
mirror precisely the situation in labeled transition systems:

as: S —T(S):s—{{a,sY |lac A NS €S A (s,a,8) € —g}

The T'-coalgebra (S, ag) is an equivalent representation of the labeled transition
system (S, —g, A).

7<” Assume that (X,ax) is a [-coalgebra for the fixed functor I' : X —
A x X. Consider the triple (X, — x, A), with the following identification

(x,a,2") € —x <= (a,2') € ax(z)

Then, the labeled transition system (X, —x, A) represents the I'-coalgebra
(X, ax). This suffices to shows the fact. g.e.d.

We want to define structure preserving relations between coalgebras, like ho-
momorphisms between groups, continuous functions between topological spaces,
or order preserving mappings between partially ordered sets. In order to do
this, we introduce the category of all coalgebras CO. We will see that homo-
morphisms between coalgebras are precisely the arrows of CO. Arrows in CO
can be considered as structure preserving mappings between coalgebras.

Definition 13.1.4 Let ' : C — C be an endofunctor defined on a category C.
The category CO of all I'-coalgebras is defined as follows.

o The objects are I'-coalgebras (S, as).

e The arrows of CO are homomorphisms f : (S,as) — (T, ar), such that
I(f)oas=arof.

e Concatenation o is clear. (It is also clear that concatenation of arrows is
associative and that the concatenation of two arrows is again an arrow.)

e The domain dom and the codomain cod of an arrow f are clear.

e The identity arrow for a I'-coalgebra (S, ags) is an arrow idg : S — S,
such that T'(idg) o g = avg 0 idg. It is clear that such an arrow exists for
every I'-coalgebra.

In the category CO, the arrows (homomorphisms) are functions from I'-
coalgebras into I'-coalgebras, such that I' is compatible with the transitions
structure of the I'-coalgebras. In other words, arrows respect transitions and
reflections of the dynamics of the coalgebra. They preserve the structure in
both direction.
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Definition 13.1.5 Assume two I'-coalgebras (S,ags) and (T,ar) are given
where I' : SET — SET. A homomorphism f : S — T is a function, such
that T'(f) o ag = ap o f. In other words: a homomorphism f : S — T is an
arrow in CO.

Remark 13.1.3 (i) Definition 13.1.5 expresses essentially that a homomor-
phism f preserves the transition structure of the coalgebra (S, ag) if mapped
to a coalgebra (T, ar) in both directions. If one takes into account that Defini-
tion 13.1.5 is literally the same as the definition of arrows in the category CO
the concept homomorphism is quite natural.

The diagrammatic representation of the definition of a homomorphism is
captured in the following diagram. Assume as in Definition 13.1.5 that two
I-coalgebras (S,ag) and (T,ar) are given. A mapping f : S — T is a
homomorphism, if the following diagram commutes:

f

ag ar

(ii) As usual we define an injective homomorphism as a monomorphism
and a surjective homomorphism as an epimorphism.  Similarly to the
situation in classical algebra, every injective and surjective homomorphism
is an isomorphism. That follows directly from the definition of an isomorphism.

(iii) It is easy to check that in the theory of labeled transition systems
homomorphisms can be defined by the following conditions (a) and (b):

(a) (Vs € S)(Va € A): (s i/) — (I'(s) % F(as’))
(b) (Vs € S)(Vae A): (T'(s) — ) = (Is':s — )

Whereas (a) is a property preserving the transition structure, (b) is called the
reflecting property. It is clear that (a) and (b) together are equivalent to the
requirements in Definition 13.1.4 of arrows in the category CO.

We need a possibility to determine whether two given coalgebras are struc-
turally identical or not. In algebraic theories, one uses isomorphisms in order
to prove that two structures are equal. In the coalgebraic framework, this is
no longer sufficient. Therefore, one introduces bisimulations in order to check
structural similarity. The formal definition of a bisimulation can be formulated
as follows.
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Definition 13.1.6 Assume I' : SET — SET is a given functor. Assume
further that (S,ag) and (T,ar) are two T'-coalgebras. A T-bisimulation
between (S,ag) and (T,ar) is a coalgebra (R,ar) such that R C S x T and
the following diagram commutes:

1 T2

S - R - T
ag R ar
I'(S) < I'(R -~ I(T

(5) T (R) T (T)

We say that for s € S and t € T state s is bisimilar to state t, if there is a
bisimulation (R,aR), such that (s,t) € R.

Example 13.1.4 Assume (S, ag) and (T, ar) are two labeled transition sys-
tems. A subset R C S x T is a bisimulation between (S, ag) and (T, ar) if the
following two conditions hold:

o If (s,t) € R, then it holds: Vs’ € S: s %+ s’ = I €T :t - ' and
(¢, tyeR

o If (s,t) € R, then it holds: V¢ € T : t %' = I’ € §: 5 % 5" and
(¢,t'y € R

Notice that this is the familiar definition of a bisimulation: everything that can
be reached in (S, ag) has a counterpart with the same properties in (T, ar)
and vice versa.

We show in the following fact that Definition 13.1.6 and the representation
of a bisimulation in Example 13.1.4 are equivalent.

Fact 13.1.7 Definition 13.1.6 of a bisimulation is equivalent for labeled tran-
sition systems with the conditions:

o If (5,t) € R, then it holds: ¥s' € S: s s = W €T :t -2t and
(¢,ty€R

o If (s,t) € R, then it holds: V' € T : t ' = I € S :5 % 5 and
(¢,t') € R

Proof: For one direction assume that R C S x T is a bisimulation according
to the above conditions. We can define a transition structure on R as follows:
agr: R — p(R), such that the following condition holds:
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ar((s, ) ={(s", ) | () ER AN s 26 ANt -t}

Obviousely, the projection m; : R — S and 7 : R — T are homomorphisms.

For the other direction assume (according to Definition 13.1.6) that R C S x T,
and ap : R — T'(R). Additionally, assume that the corresponding diagram
commutes. As we saw in Fact 13.1.3, ag induces a relation —pr C R X A X R.
Assume that it holds (s,t) € R and s — s’. Because 71((s,t)) = s we have

71((s,t)) = §'. Because 7 is a homomorphism there exists a pair (s”,t') € R,
a

such that m ((s”,t')) = ¢’ and (s,t) — (s”,t). Conclude that (s',t') € R.
With the assumption that 75 is a homomorphism we can conclude that ¢t —s ¢/,
This justifies the first condition. The second condition is proven similarly. q.e.d.

The following fact formulates an interesting correlation between homomor-
phisms and bisimulations. It turns out that the graph of a homomorphism is a
bisimulation.

Fact 13.1.8 Assume (S, ag) and (T, ar) are two I'-coalgebras and T : SET —
SET is a given functor. Then it holds: A function f:S — T is a homomor-
phism if and only if the graph G(f) of f is a bisimulation between (S, as) and
(T, ar).

Proof: For the left to right direction suppose that f : S — T is a homo-
morphism. Consider the coalgebra (G(f),T'(m1) ! oagom). We have to show
that m : G(f) — S and 7y : G(f) — T are homomorphisms. First, consider
m1. The following equalities hold:

['(m)o (F(ﬂ'l)_l oagom) = I'(m owfl) oagom
= I'(idr) ocagom

= Qg5om

Therefore, m; is a homomorphism. Concerning e, we can state the following
equalities.

F(7r2)o(F(7r1)_1oago7r1) = F(ﬂgowfl)oasom
= I(f)oasom
= aro fom

= QT 0T
This suffices to show one direction of the theorem.
For the right to left direction assume that (G(f),ag(y)) is a bisimulation be-

tween (S, as) and (T,ar). We define f := n;! o my where 7, and 7 are the
well-known projection functions. We show that f is a homomorphism. Notice
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that f is well-defined, because 77 is a bijective function and therefore the inverse
function of 7 exists and is a homomorphism. With the fact that concatena-
tion of homomorphisms yields again a homomorphism (we are working in the
category of coalgebras!) it is clear that f := 7 Loy is a homomorphism. This
completes the proof of the theorem. g.ed.

What can be said about non-deterministic labeled transition systems con-
cerning final systems? As was shown in Fact 13.1.3 non-deterministic labeled
transition systems can be represented as I'-coalgebras, if we choose the functor
I' : § — p(A x S). Unfortunately, for this functor I' there does not exist
a final coalgebra: the unbounded power set operation prevents the existence
of final coalgebras. In order to see this, assume there was a final coalgebra
(I'*, ar-) for the power set functor p. Using the fact that the transition func-
tion ap« : I'* — I'(I') is an isomorphism, we can conclude that it must hold:
ar« : ©F — p(p*) is an isomorphism. In other words, it holds: p(p*) C E*,
which contradicts Cantors theorem, because there is no set p* that satisfies this
condition. Conclude: there is no final I'-coalgebra if I' includes the unrestricted
power set functor.!

There is a possibility to circumvent this problem by restricting p* appropri-
ately. Consider the functor pg, 1 S — {X | X € S A |X]| <w}. The claim
is that the category of all py;,-coalgebras has a final object. In order to state
this result, we need a definition.

Definition 13.1.9 Assume I' is a functor from the category of all sets into
itself. We call I' a bound functor if there is a set V', such that for every coal-
gebra (S, as) and for every s € S there exists an injective mapping f from the
carrier of the sub-coalgebra (s) into V where the coalgebra generated by s and
represented by (s) is defined as follows:

(s) = m{<X, ax) | (X, ax) is sub-coalgebra of (S,as) and s € X}

Using Definition 13.1.9 we can state the theorem claiming the existence of
a final coalgebra for the restricted power set operation @ ;.

Theorem 13.1.10 There exists a final coalgebra for the functor ptip : S —
{X | X CSAN|X]| <w}.

Proof: First, we prove that for py;, there exists a set of generators. If
(S, ag) is a pfin-coalgebra and s € S is arbitrarily chosen, then for every natural
number n € N, there is only a finite number of states that can be reached from
s. Consider for s the generated coalgebra

(s) = ﬂ{(V, ay) | (V,ay) is a sub-coalgebra of (S, ag) and s € V'}

'Notice that we are working in the category SE7 . It is well-known that there is a class I'*
that satisfies the condition p(p*) C p*. In the category SE7, this collection is not an object
of SET.
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Notice that (s) has at most countably many states and therefore there is a par-
tial isomorphism (therefore an injective mapping) from (s) into (N,0,”) (where
" is the successor function and N is the set of natural numbers). This shows that
©fin is bound. Using this fact one can define a final coalgebra by taking the
coproduct of all generated coalgebras for all @g;,-coalgebras. In other words,
we know that it holds:

(V(S, as)) (Vs € S)(3I(Gy, i) : (S, aus) = (G, )

In the above formula, (G;, ;) is the generated coalgebra (s). Consider the
coproduct (U, agr) of all generated coalgebras (G;, a;).

(U,av) = [ [{(Gi i) | (S,as) = (G, i)}

Because of the remarks above there exists an injective homomorphism ¢ from
the coproduct into each coalgebra (S, ag):

g: (Uay) — (S,as)

Define the final coalgebra as the quotient algebra (P,m) = (U/~y,b~,) where
~y is the maximal bisimulation on U. It remains to show that (P, 7) really is
a final coalgebra.

In order to show the claim, notice the following fact: For f : S — U and
f': U — P where f is a partial isomorphism and f’ is a quotient homomor-
phism the composition h = f’ o f is again a homomorphism (concatenation of
morphisms in a category). That means that for every coalgebra (S, ag) there
exists a homomorphism h : § — P. We have to show that h is unique. First,
notice that (P,7) has no proper quotients. To see this, consider a mapping
g: P — P/.,. Obviously, g is an isomorphism. Then, ~¢ is the maximal
bisimulation, i.e. for every bisimulation R it holds: R C ~gy. Last but not
least, assume that h : S — P and ' : S — P are two homomorphisms.
Consider the relation @) specified as follows:

Q = {(G(h),G(1)) | G(h) and G(h') are graphs of h and h'}

Then @ is a bisimulation on P, because of the well-known fact that concatena-
tion of bisimulations are again bisimulations. Because ~ is maximal, we have
Q C ~y and therefore h = h/. Conclude: the homomorphism h = f' o f is
unique. g.e.d.

We add an important additional fact concerning final coalgebras. Every final
coalgebra in a given category C is a fixed point of the endofunctor I' : C — C.
This fact corresponds closely to Fact 12.5.4. We state this fact as a proposition.

Proposition 13.1.11 Assume C is a category of coalgebras and ' : C — C is
an endofunctor. If the coalgebra (P, ) is final, then (P, ) is a fized point of T.
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Proof: Assume (P, 7) is a final coalgebra for the functor I' : C — C.
Clearly, the pair (I'(P),I'(7)) is again a I'—coalgebra. Consider the following
diagram.

p—L— pp—2 P
" r(/) "
Mg TP T

Obviously, f : P — I'(P) is a morphism in C. Because of the finality of (P, )
the morphism o f : P — P is the identity on P. Then, the morphism
[(y) o T(f) is the identity idp(py. Conclude (P, ) is a fixed point. g.ed.

In the next section, we will examine how certain circular phenomena can be
represented in the theory of deterministic labeled transition systems. We will
use our coalgebraic framework developed so far in the following.

13.2 Properties of Labeled Transition Systems

In this section, we will have a closer look concerning certain phenomena of
deterministic labeled transition systems. We will see that the objects we will
examine are not circular in the sense that we need necessarily the theory of
hypersets in order to model these objects, but they have strong similarities to
circular phenomena. This is intuitively clear if one considers a labeled transition
system that contains circles. In this and the following sections the term labeled
transition systems refers to deterministic labeled transition systems.

Focusing on the theory we have developed so fare we can begin with an
examination of maximal fixed points. Consider the functor I' : § — A x S.
We would like to know what the final coalgebra of this functor is. It turns
out that the coalgebra (A¥, (h,t)) is final for I" where A% is the collection of
all infinite streams, h is a function mapping an arbitrary stream to its first
argument, and ¢ is a function mapping an arbitrary stream s to the stream s’
resulting from s by deleting the first element. The following fact guarantees
that A“ is a maximal fixed point of T'.

Fact 13.2.1 For the functor T' : S — A x S, the set A¥ is a maximal fized
point, i.e. it holds T'(A¥) = A¥ and for every fized point X it holds: X C A“.

Proof: First, we show that A“ is a fixed point, i.e. we show that it
holds: AY = A x A¥. Assume a = (aj,as9,...) € A, then obviously the pair
(a1, {ag,as,...)) € A x A¥. Up to isomorphisms it holds: (a1, (ag,as,...)) =
(a1,as,...). Hence, we have A“ C A x A“. Clearly, the other direction is also
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true. This shows that A% is a fixed point. It remains to show that A% is also
maximal. Assume X = A x X is an arbitrary fixed point of I'. Consider an
arbitrary x € X. Then, obviously we have x € A x X because X is a fixed
point. Hence, w.l.o.g. © = (a1, 1), for an appropriate 1 € X. Applying this
procedure one more time we get: z = (aj, as, x2) where again xs € X. Con-
tinuing this process yields the stream x = (a1, aq9,...). Obviously, z is of the
form x € A“. Conclude that the set of all infinite streams A% is maximal for
T. g.e.d.

Now we want to associate Fact 13.2.1 with some ideas from the theory of
non-well-founded set theory as developed in Chapter 11. Although we did not
use the anti-foundation axiom in the proof of Fact 13.2.1 above, the claim that
A¥ is a fixed point is very close to the statement that A% is the solution of a
particular system of equations as developed in Chapter 11. We consider two
examples in the following Remark 13.2.1.

Remark 13.2.1 (i) Consider the system ({z},{a},e) where x € U, a € U,
T # a, and furthermore

e:xr—{{a,2)} = {{{a},{a,2}}}

We can apply the anti-foundation axiom for general systems and can establish
a solution for the above system as follows:

s(x) = {{{a}, {a,5(2)}}}

Unfolding s(z) shows that we get the stream (a,a,a,...) (up to isomorphisms
identifying different codings of infinite sequences). Hence, the unfolded stream
that is bisimilar to s(z) is an element in A“.

(ii) We consider a slight change of the underlying system of equations. Assume
a system is given by ({z,y},{a},e) with {z,y} C U, a € U, and e defined as
follows: e(z) = (a,y) and e(y) = (a,x), then we get the following solutions:

s(x) = {{{a}, {a,s(y)} }}
s(y) = {{{a}, {a, s(2)}}}

Notice that s(z) and s(y) are bisimilar in the sense of Definition 11.2.2. The
two solutions determine the same stream (a,a,...) € A%.

Although the above type of system fits in the framework of non-well-founded
set theory developed so far, one restriction is that we are forced to require that
A CU. The following definition of systems of equations gives not only a further
representation of deterministic labeled transition systems, but also generalizes
the above systems in the sense that sets can be elements of A.
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Definition 13.2.2 Consider the triple (X, A,e). If X C U, A is a set, such
that it holds X N support(A) =0, and e : X — A x X is a function, then we
call (X, A, e) a flat system of streams.

Remark 13.2.2 (i) Notice that A x X is not a subset of (AU X). Therefore,
Definition 13.2.2 does not specify a flat system of equations. It is not a general
system of equations either, because A is not a subset of urelements, but merely
an arbitrary set with the property support(4) N X = (.

(ii) We can state the following claim: Definition 13.2.2 determines precisely
the same class of structure as the category of all I'-coalgebras for the functor
I': S — A x S where each s € S denotes a state and A is a fixed set of labels
for nodes. Assume (X, A, e) is a system of streams, then fix a set of states S,
such that there is a bijective mapping f : S — X and take A to be the set of
labels.? Consider the pair (S, ag) where ag is defined as follows:

Vs €S :ag(s) ={a,s) & e(x)={a,2') N f(s)={x} A f(s')= {2}

Obviously, this gives us what we want. On the other hand, assume (S, ag)
is a I'-coalgebra for the functor I' : S — A x S. Then, X is in a bijective
correspondence with S and the obvious dynamics guarantees the equivalence.
This suffices to show that the two definitions are coextensional.

Now, we state some facts concerning flat system of streams, in particular, we
need to guarantee that solutions for this type of system exist. Furthermore, we
focus on the close relationship between deterministic labeled transition systems
(and their outputs) on the one hand and flat systems of streams on the other
hand.

Proposition 13.2.3 (i) The anti-foundation axiom implies that every flat
system of streams has a unique solution.

(ii) Assume € = (X, A,e) is a flat system of streams. Then it holds: the
solution set of (X, A, e), denoted by sol(E), is a subset of the maximal fized
point of the operator I' : S — A x S.

(iii) For every subset B C AY of the maximal fized point of the operator I' :
S — A xS, there is a flat system of streams & = (X, A, e), such that B =
sol(€).

Proof: (i) Every flat system of streams (X, A,e) withe : X — A x X
is a general system of equations of the form e : X — V7,[X U support(A)].
Because of Theorem 11.6.3 there is a unique solution of this system by the
anti-foundation axiom.

2We assume that all states s € S are atomic and are not further structured.
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(ii) Assume (X, A, e) is a flat system of streams. Assume further that sol(€) is
the corresponding solution set. We have to show that sol(£) C A“. Consider
the function e : X — A x X, such that every = € X is mapped to a pair (a,y)
where y € X. The solution for x € X is given by the following substitution:

s(x) = (s(a),5(y)) = (a,5(y)) € A x s0l(€)

Hence, we get the following relation:

sol(€) C A x sol(E)

This shows that the solution set of (X, A,e) is a set of streams. In order to
show that every stream is infinite, notice that a termination of the ’dynamics’
is not given: There is no = € X, such that s(z) = (a,b), for b ¢ X.

(iii) Assume B C A“ is arbitrarily given. We have to show that there is a flat
system of equations & = (X, A, e), such that it holds: B = sol(£). For the
functor I' : S — A x S we know that there is a I'-coalgebra (S, a,g), such that
it holds: for every stream s = (ag,a1,...) € B, there is an infinite transition
with the following dynamics:
Soisli>$2ﬁ>

In other words: every stream taken from B can be represented as a solution set
of a I'-coalgebra (S, ag). Applying Remark 13.2.2(ii), we can deduce that there
exists a flat system of streams (X, A, e), such that B = sol(£). That suffices to
show the proposition. g.e.d.

Remark 13.2.3 It is a consequence of the above facts that the union of all
solution-sets of all possible flat systems of streams characterizes precisely the
maximal fixed point of the operator I' : § — A x S. In other words, maximal
fixed points (or final coalgebras in a more category theoretic terminology) are
correlated with solution sets of systems of equations. This correspondence
will be generalized in Chapter 14 where we show how to formulate the whole
theory of non-well-founded sets (in which streams are only a special case) in a
more general setting.

We have two alternatives when working with streams. One is to represent
streams as solutions of systems as defined in Definition 13.2.2. The other al-
ternative is to consider I'-coalgebras and to associate streams with elements of
the maximal fixed point of the operator I' : § — A x S. Why do we use
different set theories? On the one hand we work in classical ZFC' set theory
and we consider maximal fixed points. On the other hand we work in ZFCl,
and consider solutions of systems of equations. Do we really need non-well-
founded sets? In a certain sense, non-well-founded sets are not crucial in order
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to model (even infinite) streams. We can establish the whole machinery with-
out them. In another sense, non-well-founded sets help to clarify the situation.
Consider again the system of streams ({z}, {a},e) where e : v —— (a,z). Ob-
viously, ({z}, {a},e) has a circular character. The solution set for this system
is the stream (a, a, a, ...). Now, consider the following two deterministic labeled
transition systems:

a a a
Sg — S1 —> S2 — ...

2

Obviously, the two systems are structurally equal. Moreover, they are bisimilar
in the sense of Definition 13.1.6. Notice that both labeled transition systems
have as output the infinite stream (a, a, a, ...). Hence, from the standpoint of the
observer they are indistinguishable. Infinite streams that include a n-circle (for
n € N) can be represented as circular structures. Important is the structural
similarity, not the existence or non-existence of a bijection. Because of the
fact that the (finite) circular structure is bisimilar to an infinite structure (that
unfolds the circles in a certain sense), we have on the one hand a non-well-
founded representation (i.e. a circular representation) and on the other hand a
well-founded and infinite representation. This shows that non-well-founded sets
enables us to represent certain infinite streams as finite (but circular) objects.

We can make this relation more precise by the following proposition. Intu-
itively, every circular transition system that has at most finitely many states can
be represented as a flat system of streams with at most finitely many equations.

Proposition 13.2.4 Assume A is an arbitrarily given set of labels. FEvery
stream s € A¥ can be represented as a solution of a flat system of streams with
at most k many equations, provided that the generating deterministic labeled
transition system (T, —p, A) = (T, ar) has at most k many states t € T.

Proof: Assume (T, ar) is a deterministic labeled transition system where
|T'| < k, and s is a given stream. It is clear from considerations of the cardinality
of states and the properties of the transition system that the transitions consist
of one and the same circle (of a particular length, say «). Therefore the stream
s € A% can be written as

$=1(a1,a2,...,00,01,02, ..., Qq, A1, .. )

We define the system of equations &€ = (X, A,e) with |X| = |S| and
e: X — A x X, such that the following holds:

x1 — (a1, z2)
To — <a2,x3>

T — <a’l€7$li+1>
Tr+1 — <a1,x2>
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The solution of z; specifies s: sol(x1) = (ai1,a2,...,aq4,01,a2,...) = s. This
proves the claim of the proposition. g.ed.

Remark 13.2.4 The above fact shows that relative to the functor
I' : S — A x S every infinite stream can be represented as a solution
of a system of equations. Notice that we are dealing with infinite objects
(streams) that cannot be defined by an ordinary (mathematical) induction.
What is the connection of these considerations with circularity? Certain infinite
streams are objects that are bisimilar to finite but circular objects. This is the
technical representation of a philosophically important fact: whereas a circular
phenomenon (compare Chapter 2) like a particular proposition, a sentence,
an utterance, an abstract object like a situation etc., is a finite object, the
correct understanding and interpretation of this phenomenon requires quite
often an infinite regress. This infinite regress corresponds to the unfolded
circle. Precisely the correct interpretation of the unfolded infinite chain makes
it mathematically so difficult to handle it: we are dealing with entities that
cannot be analyzed using standard mathematical tools. In particular, we
cannot apply standard inductive principles in order to get an analysis of these
entities.

In the next section, we will consider how streams can be manipulated, i.e.
how we can define operations on infinite streams. In particular, we will ex-
amine techniques that allow us to define new objects by so-called coinductive
definitions.

13.3 Operations on Infinite Objects

We have examined relationships between (flat) systems of streams, I'-coalgebras
for a functor I' : S — A x S, and labeled transition systems. We figured out
that we can translate I'-coalgebras and labeled transition systems into a system
of streams. A natural question arises from the fact that we do not know how
to manipulate given streams, i.e. how to define operations on streams. For
example, if s; and sy are streams, how can we define a merge operation on s;
and so?7 We will examine the possibility to introduce operations on streams
in this section. The principle that will enable us to do this is the coinduction
principle.

The starting point is the classical example in [BarMo96] and [Rut96]
concerning labeled transition systems: the zipping (merging) of two infinite
streams. This is an operation that takes two streams and creates a new stream
by merging the former streams.

Example 13.3.1 Assume the functor I' : S — A x S is given. We know from
Fact 13.2.1 that A is the maximal fixed point of I'. Now consider the coalgebra
(A%, (h,t)) with the following specifications:
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h:S— A:si—s 15(s)

t:8 — S:s— 2M(s)
We claim that (A“, (h,t)) is a final coalgebra for I'. Checking this fact is
straightforward and left to the reader. Assume s € A¥ and s’ € A¥ are two

given streams. Assume further that a function f: AY x AY — A x (AY x A%)
is given. f is defined by the following condition:

f((s,u)) = (h(s), (u, t(s)))
The function f induces a unique operation merge : A x A — A%, such that
it holds:

(t)  (h,t)(merge(aov,u)) = (a, merge({u,v)))

The following commuting diagram clarifies the situation. The equation (}) is a
consequence of this diagram.

merge
AY x A¥ - A%
f (h,t)
A x (A x A¥) - A x A¥
['(merge)
The unique operation merge : AY x AY — A% can be described as
follows. Take two streams s = (ai,a2,...) and s’ = (b1,ba,...). Then,

merge((s,s’)) = (a1, b1,as,ba,as,...). In other words, we define a new stream
merge((s,s’)) by taking the first element of s, then the first element of ¢,
then the second element of s, and so on. We see that it is possible to define
operations on infinite objects by coalgebraic means. Notice that this is not
possible with inductive (hence algebraic) techniques in general.

The described procedure provides a possibility to define a function merge
that merges two given streams. It is important that merge is not defined
by classical induction, because there is no base case. The function f can be
interpreted as bootstrapper of the machinery.

Notice that in our example we still consider the functor I' : § — A x S.
We simply take a special coalgebra (S, ag) = (A¥ x A“, f) as our basis. But
A¥ x A“ is still a set and therefore the whole construction fits perfectly into
the general account. By the finality of (A%, (h,t)) the function merge must be
unique and must satisfy condition ().
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We would like to give a general account for operations on streams. Addi-
tionally, we would like to compare this with the other representations of streams
we saw in the above section. Concerning the first question, a generalization of
the above example for arbitrary operations is needed. This generalization is
called coinduction and is essentially based on the property of final coalgebras
that there exists precisely one morphism from any coalgebra into the final one.
The following definition makes it precise what we mean by the concept of a
definition by coinduction.

Definition 13.3.1 Assume T is a functor, (S, ag) is a I'-coalgebra and (I'*,~)
s a final I'-coalgebra. By the definition of finality there exists a unique homo-
morphism f : S — I'*, such that the following diagram commutes.

S S,
ags Y
I'(S) ()
I'(f)

We call f: S — T'* defined by coinduction.

Remark 13.3.2 (i) The transition function ag induces the whole process. It
can be interpreted as the function that initiates the coinductive definition and
keeps it going.

(ii) The principle of definition by coinduction as described in Definition 13.3.1
is correlated to the principle of definition by induction. Definition 13.3.1 is
the dual of a definition by induction. Speaking in category theoretic terms, the
induction principle can be formulated as follows. Substitute in Definition 13.3.1
the term coalgebra by the term algebra (i.e. a pair (S, ag) where ag : I'(S) —
S) and the term final by the term initial (i.e. consider an algebra (T, ") instead
of a coalgebra (I'*,v)), then there exists a unique homomorphism f’ : T, — S,
such that the following diagram commutes:

(S) At I(T,)
ag Y
S T,

3 g



13.3. OPERATIONS ON INFINITE OBJECTS 309

Whereas the presented abstract form of the induction principle is used
overall in mathematics, one of the most prominent areas where this principle
is essentially the basis is recursion theory. In recursion theory, I'y is the
minimal fixed point of the ordinary successor function, i.e. the set of natural
numbers N (roughly speaking) and the induction principle enables us to define
functions from the natural numbers into other sets. Examples are elementary
arithmetical operations. Consider the functor I' : (S,5) — 1+ 5. Assume a
I-algebra (S, ag) is given where the dynamics ayg is defined by:

*

s ((*,
as({z, *
as((z, suc(y))) = suc(as((z,y)))

) =0
) =

This is precisely the classical recursive definition of addition. Notice that the
I-algebra (N, 0, suc) is initial for that functor. Notice further that given two
I-algebras (S, as) and (T, ar) a homomorphism f : S — T is a function,
such that the following well-known properties for addition do hold:

f(0s) =0r
fUz,y)s) = (f(z), f(y)r

This shows how the account of I'-coalgebras can be seen as the dual theory of
the theory of I'-algebras.

We mentioned a second concern above, namely the relation between the
coalgebraic account for deterministic labeled transition systems and the repre-
sentation of labeled transition systems as solutions of systems of streams. This
is straightforward to show using Remark 13.2.2(ii). We mirror everything we
did already there. If we consider two streams s € A“ and t € A“ and a function
a:AY x AY — A x (A¥ x A¥) is given defined by the following condition:?

a((s,u)) = (h(s), (u, t(s)))

then we are able to represent the unique homomorphism merge : A x AY —
A% by the following system of equations. Take a set of urelements X C U,
such that there is a bijective mapping g : X — A“Y x AY. We define
e: X — p(X UA) according to the following condition:

e(x) = (a,2’) iff the following three conditions (i) - (iii) hold:

(i) a((s, u)) = (h(s), (u, t(s)))
(ii) h(s) =a

(i) a((u,1(s))) = o/

3Notice that h and ¢ are the functions defined in Example 13.3.1
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Although the above argumentation is a quite specific example of merging two
streams it is clear that this procedure works for many kinds of operations on
streams in a quite general way. We simply translate what we do in the theory
of coalgebras into the theory of systems of streams.

In this section, we considered the internal connection between the theory
of non-well-founded sets and the theory of I'-coalgebras. Important is the fact
that a circular object modeled as a solution of a system of (set theoretical)
equations is represented as the unfolded version of this circular object. The
circular object is transformed to an infinite one in this process.

Our presentation in this section was quite specific with respect to the functor
we considered. In the next section, we shall consider the relation between
systems of equations and final coalgebras more closely.

13.4 Final Coalgebras and Systems of Equations

Deterministic labeled transition systems are automata that were extensively
studied, because of the large variety of applications in logic, computer science,
and linguistics. Recently, there was the endeavor to find coalgebraic repre-
sentations of a variety of other automata. One can give a coalgebraic rep-
resentation of non-deterministic labeled transition systems, (deterministic or
non-deterministic) finite state automata, transducers, or tree automata. The
difficulties behind these approaches is quite often the same. One has to find
the correct functor I', such that the induced I'-coalgebras are in one-to-one cor-
respondence with the intended type of automata. In order to make this more
precise, we give an example.

Example 13.4.1 Consider a finite state automaton S = (S, X, ag, F,d) where
S is a finite set of states, X is a finite alphabet, ag is the state in which the
automaton starts, I is a collection of final states, and § : S x ¥T — S is the
transition function. Consider the functor T' : SET — SET : S — 1+ S*.
The induced T'-coalgebras (S, ag) can be easily specified as follows:

(") s = as@s)a) =

We claim that every finite automaton can be represented as a I'-coalgebra
and vice versa. Notice first that every finite automaton with an initial state
can be represented equivalently as an automaton with more than one initial
state. This is a well-known result of the theory of automata.* Therefore, the
specification of the initial state ag is superfluous. Concerning the collection
of final states, it is clear that this information is internally captured in the
transition function «g. That is the reason why we can model an automaton
without specifying explicitly the final states, because we assume that this
information is internally given by the transition function. Consider the
definition of the dynamics of the coalgebra. If the automaton reads the symbol

“Compare for example [HoU179).
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a while being in state s, the automaton performs the transition to state s’. We
model the behavior of the automaton precisely with the above condition (*).?

The above considerations concerning finite state automata make clear that
every representation depends on the choice of the correct functor I'. Each
functor I' that induces a final coalgebra can be interpreted as a construction
method to define types of automata. The problem is to guarantee that the
functor induces a final coalgebra. We want to consider this problem more
closely keeping in mind that we want to find a more general account of the
correspondence between final coalgebras and systems of equations.

We examine conditions that guarantee that certain functors do have final
coalgebras. Notice that not all functors guarantee the existence of final objects.
For example, we know that the category of all I'-coalgebras where I' is given
by I' : § — ©(S) has no final coalgebra, because the existence contradicts
Cantor’s theorem.

Intuitively, such categories do have final coalgebras that are in a certain
sense bound. For example, functors that are composed of polynomial operations
like + (sum), x (product), I (identity),(—)* (function space) are bound and
do have final coalgebras. We saw already certain examples where some of these
operations were involved. Another example for a functor that generates final
coalgebras is @y, (compare Theorem 13.1.10). There is a general fact that
guarantees that certain coalgebras do have final ones. Although there is no
sufficient and necessary condition known that guarantees the existence of final
coalgebras, we can give at least sufficient conditions. Before we are able to do
this first, we need two definition.

Definition 13.4.1 Assumel : SET — SET is a functor. Assume 1 is the set
with one element. Let! be the unique function with the property ! : T'(1) — 1.
For ™1 =T o I'™ we define the inverse limit of the sequence

|

2
1 @) &) 2O

as the following set P:

P ={(xo,z1,22,...) |Vn€w:x, € T"(1)} A T"()(zpt1) = xn

Definition 13.4.2 Assume I' : SET — SET is a given functor and P is
its inverse limit. We call T wOP- continuous, if T'(P) is again a limit of the
sequence

2
1) &) 20

5More information concerning the representation of a variety of automata using coalgebras
can be found in [Kuocoa].
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Using these concepts it is possible to formulate a construction for final
coalgebras. Assume P is an inverse limit, and additionally, I'(P) is again a
limit of the same sequence. Then, there exists a bijection from P to I'(P).
Hence, the inverse function 7w : I'(P) — P of that bijection provides the
dynamics of the final coalgebra (P, ).

In the following fact, we state sufficient conditions for a functor I' to have
final coalgebras:

Fact 13.4.3 Assume the category SET is given. All functors I' : SET —
SET that are build using only operations of the set {+, x, I, (=), ©fin} do have
final coalgebras.

Proof: The idea is to check that the functors build from the operations
{+, x,I,(—)"} are w9P-continuous. This can easily be achieved. Consider the
I-coalgebra (P, 7) where m : P — I'(P) is defined as the inverse function of
a bijective function f : I'(P) — P. f exists because I' is w®"-continuous. It
remains to show that (P, ) is a final coalgebra. This can be easily shown.
g.e.d.

All functors we are considering in this section are build from polynomial
operations or the finite power set operation. We would like to represent an
arbitrary I'-coalgebra by a system of set theoretical equations. Additionally,
we want to represent the maximal fixed point of the operator as a system of
equations. First, we give some simple examples.

Example 13.4.2 (i) Assume I' : SET — SET is specified as follows:
' § — AxS. As we saw in Section 13.2, the I'-coalgebra (A, (h,t)) is
final. Furthermore, we saw in that section how we can interpret each stream
as a solution of a system of equations.

(ii) Assume I' : SET — SET is specified as follows: I' : § — 14 (1 x S). Let
Noo be defined as follows: Noo = NU{w} ={0,1,2,...} U{w}. Notice that the
I-coalgebra (Noo, pred) is a final coalgebra for I' provided that the dynamics
pred is defined as follows:

* :n=20
pred=<¢ n—1 : 0<nAn#w
w Cn=uw

Every natural number n makes a transition to its predecessor (and terminates
after n steps), whereas w never terminates and is mapped to w again. Clearly,
for every TI'-coalgebra (S, ag) there exists precisely one arrow to (N, pred).
Trivially, every subset X C N, can be represented as a system of set theoretical
equations. For example, N, itself is the solution of the system (X, A, e) where
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X ={xg,z1,22,...} U {y}, A=0and e: X — p(X) is defined as follows:

e(zo) = {0}
e(z1) = {xo}
e x1}

e(y) = {l‘[), X1, T2, }
Clearly, the solution of (X, A, e) gives us precisely the set Ny.

We want to give a general account for modeling subsets of final coalgebras
as solutions of systems of equations using the set theoretical anti-foundation
axiom. We can argue in a quite general setting. We will consider the following
functor I' : SET — SET specified as follows:

(**)  I(S) = (A1 + By x 8)°" x (A + By x 8)°2 x -+ x (Ap + By x )"

This functor includes the operation +, x, (—)* and 1 (termination of the au-
tomaton). We did not use the finite power set operation, but clearly this oper-
ation could be added without any further complications. The next fact points
out how to model subsets of the final coalgebra of such a functor as a system of
set theoretical equations. That comes down to a straightforward generalization
of Proposition 13.2.3.

Fact 13.4.4 Assume T is defined as in (**). Assume further that (P, ) is the
final coalgebra for T'. Then it holds: For every subset P’ C P there exists a
system of equations &, such that the solution-set of £ is equal to P’.

Proof: The collection of all solution-sets of systems of equations equals the
whole non-well-founded universe. In particular, one can reach every set in the
class of all sets. g.ed.

There is a deeper connection between systems of equations and maximal
fixed points. The following proposition gives a characterization of certain types
of systems of equations.

Proposition 13.4.5 Consider the following system of equations £ specified by
the equation:

x:(A1+lex)Cl ><(A2+B2><x)02><~--><(An+Bn><x)C"

Then it holds: the solution s(x) specifies precisely the collection of sets specified
by the mazimal fixed point I'* for T’ given by (**).
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Proof: We need to show that it holds: s(z) = I'*. It suffices to show the
claim of a simplified version of I'. Assume n = 1 and C'y = 1. Then, we need
to show that it holds:

s(z) = (A1 + By x s(z)) = I'"
where I': S — Ay + By x S. Assume y € s(x). Then, y is of the form:

y = ({{0,aa), (1, (bs,9))})

Then, clearly it holds: y € I'*. This shows one direction of the proposition.

For the other direction, assume y € I'*. Then, we get:

Yy = <{<07 aa>7 <17 <b/37 S/>>}>

Because s’ has again the correct form, it follows immediately: y € s(x). This
suffices to show the proposition. g.e.d.

We finish this chapter with these remarks. In a certain sense, the con-
siderations in this chapter are not very surprising, because it is clear that
everything that is a set in the non-well-founded universe can be constructed
using set theoretic equations. This holds, because the collection of all set
theoretic equations precisely defines the non-well-founded universe.

In the following chapter, we will use the coalgebraic approach quite exten-
sively in order to give a general account for the theory of non-well-founded
sets. In a certain sense, the next chapter is a generalization of the considera-
tions developed so far. Clearly, becoming more general means at the same time
becoming more abstract.

13.5 History

The concept of coalgebras and streams are well-known in computer science.
The approach developed here is quite close to the explanations given in
[Rut96, BarMo96], and [Ja95b] where several of the ideas are taken from. Fur-
ther references and information can be found in [Ja95a], [Ja96a], and [Ja96b).
Concerning coalgebras and their applications in a wider context one find a lot of
material in [CMCS98]. A good source concerning the existence of final systems
can be found in [Rut96]. The first textbook that uses coalgebras extensively, in
order to give an account for theoretical computer science and, in particular, to
give an account for the semantics of programming languages was [ManArb86).
The relationship between labeled transition systems, I'-coalgebras, and the so-
lution set of systems of equations goes back to [BarMo96]. An examination
and comparison of infinite but well-founded structures and finite but circular
structures as well as the different forms of representing operations on them is,
as far as the author knows, not discussed in the literature. Section 13.4 of this
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chapter generalizes the account given in [BarMo96] where systems of equations
are related to final coalgebras. A good textbook for labeled transition systems
from the perspective of dynamic logic is [Be96].
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Chapter 14

Non-Well-Founded Sets and
Coalgebras

In this chapter, we will generalize the considerations developed so far. We will
begin this chapter with an examination of a generalization of the corecursive
substitution principle as stated in Theorem 11.6.2. By applying standard tech-
niques of category theory and the theory of coalgebras it is possible to prove
the existence and the uniqueness of the corecursive substitution principle quite
easily in a more general setting. The possibility to flatten a set theoretic system
of equations is based on the finality property of final coalgebras and the cor-
rect choice of the categroy theoretic construction, namely a construction that
is mainly based on coproducts. As a further step in the development we will
consider the corecursion theorem in its parameterized version. This chapter
is the basis for the coalgebraic treatment of situation theory in Section 15.2.
Our presentation is quite close to the ideas formulated in [Mooob] although
we emphasize strongly the set theoretical motivation. Moreover, the usage of
urelements is a difference between our presentation and [Mooob].

14.1 Flattening

We saw in Theorem 11.6.2 that the corecursive substitution operation sub(s, x)
for a substitution s defined on urelements and an element x € U U Vgpq[U]
exists and is uniquely defined. The proof of this theorem is rather complicated
and not straightforward. We would like to develop an alternative account in a
more abstract setting. A direct translation of the substitution operation to the
coalgebraic case is not possible. Fortunately, we can use another construction.
The non-well-founded universe (constructed relatively to a collection of
urelements) can play the role of a final coalgebra. Because of the finality of
the universe we can establish the existence and uniqueness of a morphism into
this final coalgebra. Hence, the result of a unique corecursive substitution
principle follows for nothing (under the assumption that the anti-foundation
axiom holds).

The following fact is the general case of flattening a system for an arbitrary
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endofuncor I" : SE7 — SET where I induces a final coalgebra.

Fact 14.1.1 Assume (S,as) and (T, ar) are I'-coalgebras for a given functor
I':SET — SET, such that T induces a final coalgebra.’ Assume further that
@ is a coproduct operation and that (P,7) is a final coalgebra. If f : T —
I(S@T) is an arbitrary function, then there are unique functions g : T — P
and v =1{g',9) : S®T — P, such that it holds:

apog = T({d,9)of

Proof: Notice that the functions g : T — P and v: S& T — P exist
by finality of (P, 7). We need to show that it holds: ap o g = I'(y) o f. The
following diagram makes the situation clear:

r(p)
///// aP \\\\\ }
// P \\
| g g |
I'(g")| (9, 9) 'T'(g)
as aseT F ar ,,."j
T(S) I(S&T) ()’

[(ing) I'(in,)

Because (P, ) is final we know that v = (¢’,g) : S® T — P is a uniquely
defined arrow. Furthermore, by the definition of a coproduct it holds: injoy =
g'. Concerning the properties of f, we have the following equalities:

L(y)of = T(y)o(aseroin,)
= apo(yoin,)

= apog

'For example, in the case T is built by the operations {+, x, I, (=)*, pfin} we know by
Fact 13.4.3 that there exists a final coalgebra for I'.



14.1. FLATTENING 319

The first equality is clear. The second follows by finality of (P, 7), and the
third equality follows by the coproduct definition. The properties that the the
arrows g and 7 are unique are again a consequence of the finality of (P, ).
That suffices to show the claim of the fact. g.e.d.

We add some remarks concerning Fact 14.1.1.

Remark 14.1.1 (i) Fact 14.1.1 is called flattening lemma in [Mooob]. The
justification is that systems of equations with a deep structure can be trans-
formed into flat systems using Fact 14.1.1. The idea is similar to the examples
we saw in Section 11.6 where we explicitly transformed systems with a deep
structure into flat systems. Example 14.1.2 will make this connection precise.

(ii) In the proof of Fact 14.1.1, we did not draw the arrow I'(y) : (S @ T) —
I'(P), although this arrow is necessary (and important) for the construction
and the existence of this arrow is clear from the theory of coalgebras. But the
readability of the diagram would suffer if we included this arrow. That is the
reason why we skipped I'y in the diagram.

(iii) The intuition of the above fact can be formulated as follows: if a system
of set theoretical equations is given by a function f: T — T'(S @ T) and this
system is not flat, then Fact 14.1.1 tells us that it is possible to transform it
into a system induced by g : T' — V,f,, such that this system is in fact a
flat system. Notice that we take as final coalgebra the class V,, of the non-
well-founded universe together with the identity mapping id : Vitq — Vasa-
Notice that this intuition is not literally captured by Fact 14.1.1: We can-
not work in SET, because V,p, is not contained in SE7. Furthermore,
we want to include urelements. Section 14.2 will discuss necessary modifi-
cations in order to guarantee that nothing goes wrong when working in CLASS.

(iv) In Definition 12.2.4, we introduced coproducts where the unique function
v:S@®T — P was denoted by the pair (¢',g). We used ~ as a shorthand for
the pair (¢’, g), because of the simpler notational form.

In order to see the connection between Fact 14.1.1 and the theory of non-
well-founded sets more clearly (and in order to make the intuition of Remark
14.1.1 (iii) more precise), we consider the following example.

Example 14.1.2 Assume we work in the category CLASS of all classes.? The
reason for the need of CLASS instead of the category of all sets is the fact
that we want to guarantee the existence of a final coalgebra for the power set
functor p. In Proposition 14.2.1, we will show that the coalgebra (Vg¢q,id)
is in fact a final coalgebra for the functor p. Assume further that S = V,,,

2For further information concerning CLASS the reader is referred to the remarks below,
especially to Remark 14.2.1 and the explanations in Section 14.2.
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that ¢’ = ay,,, = idy,,, and that the coproduct operation @ is ordinary set
theoretic disjoint union. Now we consider the following system of set theoretical
equations, relative to a given set T' = {x,y, z,Q,1}.

flx) = {(0,1), (L}

fly) = {{0,9),(1,2),(2,9)}

f(z) = {{0,2)}
First, notice that it is impossible to apply the anti-foundation axiom in its
ordinary form to the above system, because the considered equations are not
flat. In Chapter 11, we examined techniques that enabled us to reduce these

systems to flat systems. Now the existence (and uniqueness) of the mapping
g:T — Vgpq of Fact 14.1.1 gives us a flat system of the following form.

g(z) = {1,y}
9(y) = {Q, 2y}
9(z) = {z}

It is important to notice that the following equalities do hold (similar to the
claim in Fact 14.1.1):

g=idog=T(y)o f=TD((id, g))o f
This is precisely what we need in order to reduce an arbitrary system of

equations to a flat system of equations. In this respect, the coalgebraic account
is a generalization of the techniques we examined in Chapter 11.

Remark 14.1.3 Notice that we generalized the picture of Fact 14.1.1 slightly
in Example 14.1.2. We considered a coproduct operation of three coalgebras,
not only of two coalgebras. According to our development of operations in
categories, in particular, of coproducts in categories in Section 12.2 there is a
natural generalization to an arbitrary number of coproducts. This does not
change anything of the theory.

Because we worked in our example above in CLASS (and in Fact 14.1.1
in SET), it is necessary to add some remarks concerning the existence of final
coalgebras in CLASS. The following section summarizes the most important
facts concerning this point.

14.2 Final Coalgebras

For the further development we need some facts concerning final coalgebras
and maximal fixed points. We provide some background information concern-
ing appropriate coalegebras in this section. First, we make some comments
concerning the category CLASS.
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Remark 14.2.1 (i) An important difference between the above Example
14.1.2 and the situation in Fact 14.1.1 is the choice of the category CLASS
instead of the category SE7 on which the endofunctor p operates. Clearly, the
theory of coalgebras we developed so far was mainly formulated as a theory
defined in the category SE7. As we saw in Section 13.1, there is no final
coalgebra for p in SE7. And without the existence of the final coalgebra (P, )
there is no chance to prove a claim like Fact 14.1.1. That is the reason why we
chose the category of all classes CLASS.

(ii) We assume that the category CLASS is specified as the collection of
all objects, such that elements of these objects are sets. Hence, CLASS
contains all sets and objects of the form {aj,as,...} where each a, is a set.
Notice that ORD is in CLASS, because every element in ORD is a set, but
{ORD} ¢ CLASS, because ORD itself is not a set. Similarly, V,r, € CLASS,
because every element of V,f is a set, but it holds: {V,;, ¢ CLASS}.
Concerning morphisms we assume that every morphism f : a — b is set
continuous. Formally, this means that the following condition holds:

fla) = U{f(a') | @’ C a such that d is a set}

A natural generalization is to incorporate urelements. It is straightforward to
consider CLASS[X] instead of CLASS. In Fact 14.2.3 we will prove the basic
property that this object is final for a certain operator. Notice that CLASS[X]
is the collection of all classes as objects that have sets or urelements as el-
ements and are generated by X C U. Morphisms are similarly defined as above.

The following proposition guarantees that moving from SE7T to CLASS
does not cause any problems in our context here.®> We will see below that some
slight modifications are necessary if we incorporate urelements.

Proposition 14.2.1 Assume we are working in the category CLASS specified
as the collection of objects that contains proper sets as elements. Consider the
power set functor p : CLASS — CLASS. If the anti-foundation axiom holds,
then Vyrq is a maximal fized point of the functor ©. Furthermore, the pair
(Vafa,1d) is a final coalgebra for g.

Proof: We show that V,, is a maximal fixed point for p, i.e. we show the
following equality: Vi o = 9(Varae). Assume a € Vyyp,. Because of the definition
of p it holds: a € p(a) and therefore a C Vyy,. Hence, a € UbQVafa p(b) and
therefore a € p(Vyyr,) because of the definition of p. For the other direction
assume a € p(Vqrq). Then, there exists a set b C V4, such that a € p(b).
Hence, a C b for a set b of pure sets. Conclude: a € V,p,. Together we have:
Vafa = K)(Vafa)~

3Clearly, it is impossible to transform everything from SET to CLASS.
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It remains to show that (V,f4,id) is a final coalgebra for p. Using the anti-
foundation axiom this is easy to show. In the following diagram e : s — p(s)
can be considered as a generalized system of equations (A = ()). Now, the
anti-foundation axiom guarantees that this system has a unique solution sol
using Proposition 11.3.1.

sol
s > sol(s)
e id
o(s) ~ sol(s)
sol

According to the diagram the existence and the uniqueness of the mapping
sol : s — sol(s) implies that V,f, is final, because for every set s there is
precisely one morphism into V, ¢, namely the solution of the generalized system.
Because the collection of all solutions determines precisely the universe V,q,
the claim follows. g.e.d.

The following remarks add some further information concerning certain ex-
tensions of Proposition 14.2.1.

Remark 14.2.2 (i) The situation changes if we take urelements into account.
The argument in proposition 14.2.1 does only hold for the collection (class) of
proper sets considered as objects of the category CLASS. It does not hold, for
example, for the class V,fq[U]:

Vafa[u] = @(Vafa[u])

In order to see this, assume € U is an urelement. Then, {z} € Vyy,[U], but
we do not have that {x} C V,r,[U], because z is not a set. Hence, it holds
Varald] € 9(Vafel]). Therefore, it is important that there exists a unique
solution of generalized systems of equations in order to get the desired result.
Furthermore, it is clear that some modifications are needed if we want to
develop a version of Proposition 14.2.1 for a universe that includes urelements.
We will discuss these modifications below.

(ii) It is helpful to mention an important difference between the maximal fixed
points of monotone operators we considered in Section 7.4 (in the context
of coinductive definitions) and the maximal fixed points we consider in this
chapter. In Section 7.4, we worked in ordinary ZFC' set theory without
allowing reflexive sets. In the context of the theory of coalgebras, we work in
ZFCypq. Relative to the underlying set theory differences occur concerning
the features of minimal and maximal fixed points of the operator @. Whereas
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relative to ZFC' the minimal and the maximal fixed point of p is the same
collection, namely the universe V of well-founded sets, in the case of ZFCqy,
the situation changes. The minimal fixed point remains V, but the maximal
fixed point turns out to be different from V', namely the collection V,, of all
well-founded and non-well-founded sets. That makes clear that we need to
keep distinct things distinct.

Although we can reduce arbitrary systems of equations to flat systems, we
still do not know whether an appropriate notion of corecursive substitution
can be implemented into the coalgebraic framework. In order to establish this
concept, we work again in the category CLASS in which every object of that
category has proper sets as elements. The coproduct operation we apply is
disjoint union, and the functor I' is taken to be a modified power set operation
px for a collection of urelements X C U/. The operator px is defined as follows:

px 1 a — p(a) U support(a)

Intuitively, px is the ordinary power set operations on collections that include
additionally flat sets where the elements of such sets are urelements that are
somehow involved in building the collection a. Clearly, the modified power set
operation px is intended to avoid the problems sketched in Remark 14.2.2(i)
when urelements are included.

Because the formulation of the theory of hypersets we developed in Chapter
11 uses urelements as basic entities to build the intended universe V. [U], we
also need to introduce urelements. Therefore, we assume that there is a (proper)
class of urelements &. We specify the maximal fixed point of the modified power
set operation px defined above in the following definition.

Definition 14.2.2 Assume I' : Vo o[ X] — V,fa[X] is the modified power set
functor px for a collection of urelements X CU as sepcified above. We denote
by X* the mazimal fized point of px provided this fixed point exists.

At this point of the development it is not clear whether the maximal fixed
point X* exists for arbitrary collections X C Y. In order to justify the above
definition we state Fact 14.2.3 where this existence is guaranteed. But Fact
14.2.3 proves even more: it shows that the maximal fixed point together with
the identity morphism is also a final coalgebra the modified power set functor

PX-

Fact 14.2.3 (i) The collection V.7, X] is a mazimal fized point X* of px
provided the anti-foundation axiom holds.

(i) For every collection X C U, the pair (Vapa[X] idy, . [x]) s a final
px -coalgebra provided the anti-foundation axiom holds.

Proof: (i) The claim is a generalization of Proposition 14.2.1 making a
statement not only about pure sets but also about sets that contain urelements.
For pure sets the argument of Proposition 14.2.1 can directly be applied. We
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need to consider the problematic case in which urelements are involved. The
crucial case is {x} € Vgpq[X] (compare Remark 14.2.2(i)). Clearly we have
{z} € px(VasalX]). Hence, it holds: Vya[X] € px(VasalX]). The other
direction is clear, because every a € px (V,fq[X]) is obviously a set in Vg, [X].
Conclude: V,f,[X] is in fact a fixed point. Because V,f,[X] is the whole
non-well-founded universe there are no larger set theoretic collections, hence
VafalX] is also maximal.

(ii) It remains to show that (Vyra[X],idy,,,[x)) s a final coalgebra for px. In
other words, we need to show that for every class (with sets as elements) there
is precisely one morphism into (Vafq[X],idy, fa[X]>' Here, we can apply the
anti-foundation axiom, and the argument is similar to the one of Proposition
14.2.1 above. g.e.d.

We add some remarks concerning the above fact, in order to make some
ideas more transparent.

Remark 14.2.3 (i) The motivation for constructing the maximal fixed point
X* = Vaye[X] is the necessity to introduce a coding scheme. This is quite
similar to the usage of variables in the case of the standard representation
of the theory of hypersets as was developed in Chapter 11. Variables
can be interpreted as a code of a set a. The solution for a system of equa-
tions can be interpreted as an assignment of a set of the universe to every code.*

(ii) Notice that Fact 14.2.3 is not true if one works with the ordinary power
set functor p. The problem is the status of the urelements as non-sets. The
slight modification of the power set functor solves this problem. Although the
usage of urelements makes the development of the theory more complicated,
urelements are quite important in applications as we will see in Chapter 15.

With these remarks we can formulate the specialized form of Fact 14.1.1
that is appropriate for our further development.

Fact 14.2.4 Assume (X,ax) and (Y,ay) are px- and @y coalgebras for pyz :

CLASS[U] — CLASSU]. If f : X — px (Y ® X)), then there exists a unique
morphism g : X — Vapo[X]| and v : Y & X — Vapa[X], such that it holds:

idog=gpxof

Proof: Obvious from the remarks in this section and Fact 14.1.1.  q.e.d.

We finish our examination of fixed points with these remarks. Our next
topic is the development of a generalized form of the corecursive substitution
principle.

4Notice that the coding scheme was also very important in the development of non-well-
founded set theory in [BarMo96]. The reader is referred to this book for further information.
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14.3 Substitution

In this section, we give a generalized formulation of the corecursive substitution
operation of Section 11.6. The crucial claim is formulated in Theorem 14.3.1.
It shows that it is possible to extend a substitution function defined on a set of
urelements X to a substitution operation defined on the whole universe V, ¢, [X].

A problem arises because the substitution function s of Section 11.6 is only
specified with respect to a particular domain. The range of s remains under-
specified. Here, we assume that the range of s is the class Y @ V,z,[Y] for
a given collection of urelements Y C /. Furthermore, we model substitution
as an operation defined on a collection of urelements X C I/ and the uni-
verse Vorq|X]. Hence, we do not assume that the universe is generated by the
class of all urelements /. This is a slight modification to the original version
as developed in Section 11.6. In the following development, we assume that
dx : VafalX] — X @ Vapa[X] is a final coalgebra with respect to px. Now,
we state the theorem that claims that a substitution defined on urelements can
be extended to a substitution operation defined on the universe.

Theorem 14.3.1 Assume the anti-foundation axiom holds. Assume further
that s : X — Y @ V,p[Y] is a given substitution function. Then there exists
a unique morphism sub : Vara[X] — Vara[Y], such that the following diagram
commutes.

bx
Vafa[X] . ¢ @Vafa[X]
sub (8,in, o sub)
Vafa[Y] ¢Y Y @ Vafa [Y]

Proof: Intuitively, s : X — Y @ V,4,[Y] is the substitution function that
substitutes urelements or sets for urelements taken from X. In a certain sense
this substitution keeps the process running. Assume a function

(Yo Vafa[y]) D Vafa[X] — Yo (Vafa[y] D Vafa[X])

is given. r can be considered as a rearrangement.® We consider the following
function e:

e = <7’ e} (8 ) Z'dvafa[x}» o ¢X

Using a diagram e is specified as follows:

®This notion originates from [BarMo96]. Obviously r is an isomorphism.
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¢
VatalX] o X ® VasalX]

T o (S D ’idvafa[x])

Y & Vg X @Y]

Now, the premises of Fact 14.1.1 are satisfied and we can flatten the system.
Hence, there exists a unique function sub : Vae[X]| — V,f4[Y], such that the
corresponding diagram in Fact 14.1.1 commutes. Formally, we get:

¢y osub = (idy, (v}, sub) o (ro (s @idy,, x])) © dx

An easy calculation shows that the following equality holds:

ro (s idvafa[X]) opx = (s,in, o sub) o px

Hence, the diagram above commutes. Clearly, sub is unique, using the unique-
ness of sub in Fact 14.2.4. q.e.d.

The above theorem is quite abstract. We will add some remarks in order
to clarify the relation between the above theorem and the theory of non-well-
founded sets.

Remark 14.3.1 (i) One can consider sub as an extension of s on sets. The
unique morphism (s, sub) : X @ Vapo[X] — Y @ V,po[Y] is the substitution
operation as defined in Section 11.6 except that we skipped the identity on
certain urelements.

(ii) The choice of the disjoint union in the above construction is appropriate
for hypersets, because a coproduct construction is needed. Theorem 14.3.1
works also in a more general case where the requirement is only that @ is an
arbitrary coproduct operation.

(iii) Ordinary substitution works differently in comparison with corecursive
substitution. Usually, one has base cases and a substitution operation defined
on elements of sets. It is important to notice that ordinary substitution works
step by step by substituting deeply embedded elements. This cannot be done
similarly in the theory of hypersets, because hypersets do not have base cases
in general and infinite descending chains of elements are not blocked as in the
case of well-founded set theory.

(iv) The fact that the above theorem is formulated for a restricted universe
VafalX] and not for the whole universe V,z,[U] (where X C U) is more a
generalization than a restriction. Using the class X = U as urelements does
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not change anything in the theorem. Hence, Theorem 14.3.1 is general enough
for applications.

We give two examples in order to clarify the ideas of the substitution prin-
ciple as formulated in Theorem 14.3.1.

Example 14.3.2 (i) Assume a set a = {y,Q,{a,z}} is given. Assume further
that s : {x,y} — {{{1},{1,1}},{{1},{1,{w,x}}}} is specified as follows:

s:x— (1,1)

s:y — (1,{w,x})

The substitution operation sub should result in the set

sub(a) = {(1,{w, (1,1)},Q, {sub(a), (1,1)}}
In order to show how Theorem 14.3.1 can be applied to the given set a, we
specify the environment. First, notice that X = {z,y} and Y = {z}. The
substitution operation restricted to elements of X is specified by s. The
operation sub : V,fq[X] — V,f4[Y] is determined as above. sub is unique
because of the construction examined in the proof of Theorem 14.3.1. In other
words, sub is an extension of s to sets. Clearly, (s, sub) is the unique operation
mapping X @ Vo[ X] into Y @ Vg [Y] induced by the coproduct construction.

(ii) As a remark we mention that there is already the possibility to solve certain
systems of equations. In order to see this, consider the following example.
Assume a general system of equations e : X — Y @ V,[Y] is given, where
X = {x1,22,23,9y1,y2} and Y = {x1,x2,23,y1,y2}, such that the following
conditions hold:

e(r1) = (L{1,{12},0})

e(w2) = (L{{yz, 21}, m})

e(x3) = <17{079}>
An application of Theorem 14.3.1 guarantees that there is a unique substitution
operation (s, sub) : X @ V,tq[X] — Y @& Vys4[Y], such that it holds:

(s,sub) = (s,in, o sub)

This comes down to a unique substitution operation (s, sub) that extends the
substitution defined on X to arbitrary sets a € V,z[X]. With respect to
elements x € X the substitution function s operates as e. In the following
examples the extension of s to sub of the given function e works as follows:

SUb(<17{17{y2}7Q}>) = (17{17{92}7Q}>
sub({(1, {{y2,z1}, 11 1)) = (L, {{yz, (L,{1,{v2}, QN } n})
sub((1,{0,Q})) = (1,{0,Q})
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Notice that the substitution is not an ordinary substitution principle, because
we work in a non-well-founded environment. There is (in general) no base case
in order to start the substitution.

Remark 14.3.3 It seems to be the case that the consideration of the fixed
point X @ V,5q[X] is a restriction, because there are no sets of the from
a = {2,b} in this universe. This is clearly misleading. First, the framework is
a development in order to model systems of equations and therefore one needs
a distinction between urelements (as non-sets) and sets. Second, there is an
obvious isomorphism f : Vgre[X] — {1} X Vare[X]. Hence, nothing is lost
using the disjoint union construction.

Notice that the difference between the corecursive substitution principle
and the solution of a system of equations is simply the fact that in a system
of equations it is not explicitly stated that e can map an element x € X into a
set b, such that ”x is somehow embedded in b”. As a consequence one has to
take a set b with = € b if one wants to apply the substitution principle to a
system consisting of the equation e : © —— {z,a}. Clearly, b can be chosen as
a set that obeys this condition, but that is not what we want precisely. We
need a principle that gives us an account for precisely these systems where
XCUande: X — Y @ V,p[Y].

In the next section, we shall consider the heart of the theory of non-well-
founded set theory, namely the so-called corecursion theorem that was estab-
lished originally in [Ac88]. This theorem can be seen first, as the dual of the
recursion theorem and second, as a principle that guarantees that every system
of set theoretical equations has a unique solution. We saw already different
versions of this idea when we considered corecursive definitions and proofs by
corecursion.

14.4 Corecursion

In this section, we will examine the corecursion theorem that goes back to
[Ac88]. This theorem corresponds to the concept of a unique solution of a
set theoretic system of equations on a very abstract level. The uniqueness of
the solution is a consequence of the finality of an appropriate coalgebra. Fact
14.2.4 guarantees that arbitrary systems can be flattened, the substitution
principle specified in Theorem 14.3.1 shows that we are able to establish
a corecursive substitution principle even though non-well-founded sets are
involved. The last step in the development of the theory of hypersets is the
step that shows that there is a unique solution of systems of equations. The
challenge is to find a unique solution of a general system of equations of the
form e : X — Vgro[X @ Y]. Notice that the indeterminates X do not occur
in the solution-set of this system.
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We assume in the following that for a given function f : X — Vg z.[Y], the
extension of f on sets is denoted by [f] : Vafa[X] — Vare[Y]. The following
theorem states the claim of the corecursion principle. As above we interpret
the collections X and Y as collections of urelements.

Theorem 14.4.1 Assume a general system of equations is given induced by
the mapping e : X — Vy1q[X @ Y]. Provided that the anti-foundation axiom

holds, there exists a unique solution morphism sub : X — Varo|Y], such that
it holds:

sub = [((in, o sub,in;))] o e

i.e. the following diagram commutes:

X Vafa[X @Y]

[((in, o sub,iny))]
sub

VafalY]

Proof: Similarly to the proof of Theorem 14.3.1 we need an appropriate
rearrangement. We introduce the following rearrangement r:

T (XBY) BV XBY] — Y B (X B Vs X @Y))

Using r we can define the following morphism.

Py (1) o oxay  Vafa X ®Y] — pv(X & Vepa[ X @Y))

Using gy (r) o ¢xqey we can define a function

G: X BV XBY] — X B Vop[ X BY]

that generates a final coalgebra. Define g as follows:

g = (py(r) o dxay o€, py(r) o dxapy)

Obviously, (X @ V,fq[X @ Y], g) is a final coalgebra. By finality there exists
a function s : X @ Vysa[X @ Y] — Vype[Y] such that the following diagram
cominutes:
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X@Vafa[X@Y] g ‘X@Vafa[XGBY}
S Py (s)
v v
Vafa Y] by Y ®Visa Y]

Define the substitution operation on systems of equations sub as follows: sub =
s oing. In other words, the following diagram commutes:

mny
X " X @V X BY]
S
sub
VafalY]

We claim that it holds: [{(in, o sub,in;)] = soin,.® In order to prove this claim
notice that it holds:

(idos)or = ((iny o soing,in),in, o soin,) = ((in, o sub,in;),in, o soin,)

The single steps of the above equalities are easy to show using a diagram. Now,
we can apply the functor gy and we get the following equalities:

gy osoin, = px(s)opxey(r) o dxey
= px(((in, o sub,in;),in, o soin;)) o pxey
Using Theorem 14.3.1 we can establish our claim, namely that it holds:

[(in, o sub,ing)] = s o in,

It remains to show that it holds: sub = [(in, o sub,in;)] o e. It is easy to see
that it holds:
¢y o [(iny o sub,in;))oe = ¢y o sub

Because mappings into final coalgebras are unique up to isomorphisms, we can
deduce that it holds: [(in, osub,in;)]oe = sub. The uniqueness of sub is trivial.

5Notice that the injections are dependent on the context.
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g.e.d.

Theorem 14.4.1 is quite abstract, but it fits nicely to the overall develop-
ment. We mention some explanations in order to clarify the situation.

Remark 14.4.1 (i) The corecursion theorem provides an abstract notion
of the principle that every general system of equations has a unique solu-
tion. The proof of the existence and uniqueness uses crucially the fact that
(VagalY],idy,,,1v1) is a final coalgebra. By finality there exists a unique
morphism into this coalgebra. Notice that the correspondence between general
systems and the coalgebraic modeling is quite close.

(ii) In our considerations, we used the (modified) power set functor px as well
as disjoint union of sets for the coproduct operation. It could be presumed
that this functor is only a special case of the results in [BarMo96]. In fact,
that is not the case. The reason for this is the fact that an arbitrary system of
equations e : X — Vypo[X @ Y] is in fact as general as necessary. There are
no inaccessible collections of V[ X @ Y], at least if one restricts the attention
to all collections that can be built by the collection of urelements given by X @Y.

(iii) Theorem 14.4.1 is called corecursion theorem, because a recursion-like
property is described and specified without a foundation of this recursion.
It turns out that the requirement that the anti-foundation axiom holds is
essential in this context.

(iv) Notice that the anti-foundation axiom is needed in order to guarantee
that (Vafq[X],id) is a final coalgebras. Without finality of these objects the
theorem cannot be proven. If we had no urelements but we would work in
pure set theory, we could use the very same construction interpreting X and
Y as parameters. That is the reason why Moss called his account parametric
corecursion in [Mooob).

The following example shows how the corecursion theorem works practically.
As a matter of fact, the theorem is simply an abstract version of the well-known
fact that every general system of equations has a unique solution.

Example 14.4.2 Assume a system of equations is given by the following spec-
ification of the function e:

e(r1) = {{z1}, 22,0}
e(za) = {0,1,w}
e(zs) = {y,(Q,x3)}

In our example, we use the set X = {x1,z2,23} as collection of variables and
Y = {y} as a collection of further urelements with the property that X NY =
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(). Then, the above system can be represented as a morphism e, such that
e: X — Vaa[X @Y]. The corecursion principle guarantees that there is a
unique morphism sub : X — V,7,[Y], such that the following holds:

sub(z1) = {{sub(z1)}, sub(z2)}
sub(zy) = {0,1,w}
sub(zz) = {y, (€, sub(x3))}

The corecursion principle gives us precisely what we need to solve arbitrary
systems of equations.

Some further remarks concerning the corecursion theorem and some addi-
tional ideas and facts in [Mooob] are given in the following consideration.

Remark 14.4.3 (i) We restricted our attention to the modified power set
functor px. This is an appropriate functor concerning set theory, because in
the constructible hierarchy every set in the universe can be reached using this
functor. As a matter of fact, the developed construction is not dependent
on this particular functor. Every functor which has final coalgebras can be
used. For example, every functor I" which is constructed using the operations
{+.%,(=)% @fin, I} has final coalgebras. The corecursion principle works
similarly in this case.

(ii) In [Mooob], so-called parametric corecursion systems are introduced as the
following six-tuple:

¢=(C,+,IPmx— (z%¢c))

Here, C is a category, + is a coproduct operation, I' : C — C is an endofunctor,
(P,m) is a final coalgebra, and finally the pair (x,1,) with the property that
Yyt x — (x + x*) is a final coalgebra. In comparison with these parametric
corecrecursion systems, we used the following systems:

CLASS = (CLASS, +, px, Vajal X, id)

We did not specify the pair (x*, ¢,) in our context but we used it implicitly.
The obvious pairs resulting from the construction are the final coalgebras (non-
well-founded universes relative to the generating urelements). It is important to
notice that the whole development examined in this Chapter can be performed
also in the framework of parametric corecursion systems.”

We add some remarks concerning the choice of appropriate functors that
are used in [BarMo96].

"Cf. [Mooob).
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Remark 14.4.4 (i) In [BarMo96], several kinds of functors are introduced.
The most important type of functor in order to guarantee that the corecursion
theorem works are so-called smooth operators. Intuitively, a smooth operator
I" : C — C is a monotone operator with the properties that for all a C Obje the
object I'(a) C I'* and the urelements of a do not interact with the urelements
originating from I itself.

(ii) Although the introduction of different kinds of functors as developed in
[BarMo96] has the advantage that a certain kind of fine structure can be
examined, the present account is equally strong. The reason for this is the
fact that we are able to consider uniquely arbitrary mappings into the final
coalgebras.

(iii) The crucial fact behind the usage of uniform functors is the theorem
that maximal fixed points of uniform functors are final coalgebras. This was
examined by [Ac88], [BarMo96], and [Tu96].

We finish this chapter with these remarks. In the next chapter, we will apply
the theory of non-well-founded sets to several problems stated in Chapter 2 of
this work.

14.5 History

Most of the developments in this chapter are based on the paper [Mooob].
Fact 14.1.1 has a stronger version that was proven in [TuP197]. Clearly, the
principal idea that it should be possible to simplify the corecursion theorem
as it was stated in [BarMo96]| was obvious for a long time. There is a certain
difference between the representations of [BarMo96], [Mooob] and this chapter.
Whereas, in [BarMo96] every important fact is proven without using category
theory explicitly, the representation in [Mooobd] is a generalization of [BarMo96]
without using urelements. The account developed here tries to give a precise
representation of the theory in [BarMo96] in category theoretic terms including
the usage of urelements. From a global perspective this chapter is somewhere
between the representations in [BarMo96] and [Mooob] with specific differences
to both alternative accounts.
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Chapter 15

Applications of Hypersets

In the last chapter, we developed an abstract theory of non-well-founded sets.
One motivation for the extension of the set theoretical universe was the diffi-
culty to model circular phenomena in standard ZFC' set theory. We saw in
Part IT and Part III of this work that it is possible to modify the underlying
logic or the semantics (and definition theory) in order to get an account for cir-
cularity. Another possibility is to change the underlying set theoretic objects.
In this chapter, we will examine the possibility to model circular phenomena
by modifying set theory. The most prominent framework that uses hypersets is
situation theory. In Section 15.1, we shall introduce the basic ideas of classical
situation theory. We will give a coalgebraic reformulation of situation theory
in Section 15.2, whereas applications of situation theory will be added in Sec-
tion 15.3. The last section in this chapter is devoted to occurring problems,
variations, and further remarks concerning situation theory.

15.1 Classical Situation Theory

15.1.1 Information Units

Classical situation theory can be introduced in different ways. An axiomatic
approach can be found in [MoSel96]. We give a rather rough idea what is going
one in situation theory without being completely explicit in our presentation.
Later, we will introduce a more abstract account of situation theory using the
theory of hypersets we developed in Chapter 14. We begin with some definitions
introducing relational structures and the basic concept of infons.

Definition 15.1.1 (i) A relational structure R = (D, Ry*, Ry?,..., R'™) is
a Ny, + 1 tuple where D s a given domain and each R?j is a nj-ary relation.
(it) A primitive infon o is a nj + 2-tuple o = <<R?J
R?j 1s a relation of the relational structure R. The arguments a; are elements
of the domain D. p € {0,1} is called polarity of infon o and can be identified
with a negation in the case p = 1.

y 1,02, - - - 7anj7p>> where

335
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Infons can be understood as elementary information units. The above defi-
nition is the most simplified version of an infon in situation theory. Notice that
it is not possible for an information unit o to contain another infon ¢’, nor is it
possible that a more complex information unit can be embedded in an infon.!
Last but not least, for a primitive infon it is not possible that there are ’holes’
in it. For example, it is not possible that an argument place is not filled with
an argument. In this respect, primitive infons are considered to be total. Later
we will see that this notion can be generalized.

Remark 15.1.1 In order to develop a theory of infons, it is possible to require
further restrictions. For example, one could add roles of arguments. This idea
is linguistically motivated and has the advantage that argument positions are
restricted for certain appropriate arguments. A further idea is to develop a
hierarchical order of roles. Because our account is rather informative in this
section, we do not complicate the situation by adding a spelled out theory
of argument roles. But we assume that the linear order of the arguments
is determined by the relation itself. Hence, the relation induces implicitly
argument roles.

The following examples give an intuitive idea of the applications of infons
in a linguistic environment.

Example 15.1.2 (i) Assume cook is a relation of arity 2. Furthermore, Peter
and dish are given arguments. Consider the following infon o:

o = ((cook; ai: Peter, as: dish, 0))

o represents the information unit Peter cooks a dish. The linear order of the
arguments is assumed to be determined by the relation cook. That means that
the infon

o' = {lcook; ay: dish, ay: Peter, 0))

represents the information unit A dish cooks Peter. Clearly, the interpretation
in which the dish is the agens of the infon ¢’ is semantically nonsense (on a
common sense level).

(ii) Consider the following infon 7:

7 = ((know; a;: Peter, as: case, 1))

The infon 7 represents the sentence Peter does not know the case. Now, assume
we do not want to use case for a particular proposition ¢, say that Oswald
murdered Kennedy. Then, we are faced with a problem, because the argument
that needs to be filled in is a whole information unit. In our terminology, such

'We assume that D does not contain information units. Here, the elements of D are
considered as objects without inner structure that can be used to construct information units,
similarly to urelements in the case of set theory.
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an information unit can be interpreted as an infon again. We want to express
something like 7':

7 = {(know; ay: Peter, as: ¢, 1))

where ¢ = ((murder; a;: Oswald, ay: Kennedy, 0).2 We conclude that we
need an extension of the present approach in order to be able to substitute
infons as arguments in a given infon.

We want to extend Definition 15.1.1(ii) of the concept of an infon to more
complex information units. The following definition introduces a larger class of
infons that is more appropriate for our context.

Definition 15.1.2 Assume a relational structure R is given. An infon o is
a nj + 2-tuple 0 = <<R?j,a1,a2,...,anj,p>> where R?j is a relation of the
relational structure R. The arguments a; are either the empty set, or elements
of the domain D, or they are again infons o'. p € {0,1} is called polarity of
infon o and can be identified with a negation in the case p = 1. We call the
collection of all infons INF™T.

Some remarks concerning the generalization in the above definition are nec-
essary.

Remark 15.1.3 (i) Notice that the above definition is not well-founded. We
will see later that this does not create problems. Notice further that Definition
15.1.2 is not an inductive definition, because we did not specify a base case (or
several base cases). Clearly, we could define all primitive infons as base cases.
But as we will see in a reformulation of the above definition this does not
suffice for our needs. In Definition 15.1.3, we will see the corecursive character
of INFT more clearly.

(ii) The motivation for Definition 15.1.2 is the attempt to introduce infons that
have the following form:

o' = {(know; ay: Peter, ay: {(murder; a;: Oswald, az: Kennedy, 0), 1))
Infon o’ is not circular. It is a perfectly well-founded information unit. But
Definition 15.1.2 is general enough to define proper circular information units
as well. For example, the following infon ¢ is not well-founded provided non-
well-founded sets are available:

o = ((know; ay: Peter, ay: o, 0))

This infon expresses the information o, namely that Peter knows precisely this
information o. If the standard mathematical coding machinery of infons is set

2We do not consider tense features and possibilities to represent these features in situation
theory. This extension is not in the focus of the present work.
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theory, i.e. if one identifies infons with sets, then it is important to mention the
fact that there is no set in ZFC that can code o. Precisely at this point, non-
well-founded set theory can be used. In ZFC,¢,, there is a set that satisfies the
properties of . The easiest way to guarantee the existence of ¢ is to consider
the following set theoretic equation:3

x = (know, Peter, z,0)

Here, know and Peter can be considered as urelements. The above equation
has a unique solution provided the anti-foundation axiom holds. This solution
can be specified as follows:

s(z) = (know, Peter, s(z),0)

If we identify s(x) with o we generated a circular infon that satisfies the
conditions determined by the equation s(x) = (know, Peter, s(z),0).

(iii) A further remark is necessary in order to motivate the introduction of
infons that contain 'holes’. From a naive perspective, it is reasonable to assume
that an information unit of the form Peter sees Mary playing the (...) is a
respectable information unit, although it is incomplete. For example, Peter sees
Mary playing the (...) can be represented by the following infon.

o = {(see; ay: Peter, ay: ((play; a1: Mary, ag: 0, 0), 0))

The effect of allowing holes in infons comes down to the possibility to represent
partial information. Partiality becomes more and more important in linguistic
theories. Examples of work concerning partiality in linguistics are [Mu89]
in the context of event semantics in a four-valued logic and [PoSa94] in the
context of HPSG. Partiality is also an important topic in DRT (cf. [KaRe93]).

It is obvious that our rough presentation of the general ideas of situation
theory is not very precise. For example, we did not say anything concerning
the governing principles of infons. Here, many choices are possible. For
example, one could require that roles of arguments must satisfy certain
consistency principles. We did not introduce roles explicitly, therefore it is
not necessary to consider these questions. Another problem is how infons can
be hierarchically ordered. An order of infons was the governing idea of the
paper [BarEt90] where it was shown that certain restrictions on infons result
in a complete Heyting algebra (or equivalently so-called frames in the sense
of [Vic89]). Finally, an important point concerns the tools needed, in order
to be able to identify certain infons. For example, if there are two infons o
and o', then we would like to know whether the two infons are equivalent
or not. Because we allow circular infons, ordinary equivalence relations will
not be appropriate. In this context, bisimulations become important as the

3Tt is assumed that the set theoretic coding of the four-tuple (know, Peter, z,0) is ordinary
set theoretic coding of tuples.
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relation that identifies structurally equal but not isomorphic objects. All these
questions and challenges can be skipped for the moment. Certain questions
will be considered later.

A last point should be mentioned. If one works with information units, it is
sometimes quite important to merge two or more information units. For exam-
ple, one would like to define an operation that takes as input two arbitrary infons
and yields a complex infon that contains the two information units. This should
be possible in a uniform way, even if the infons are different in their structure.
More technically, the challenge is to develop a theory that defines a unification
operation of heterogeneous information. It turns out that the development of
such a theory is a hard problem. Certain accounts like the one in [ViVe96]
uses a category theoretic construction, a so-called Grothendieck construction,
for the merging operation of different information units. As far as the author
knows, it is still not known whether it is possible to introduce a disjunction into
this account. Other ideas were developed in [BarEt90] and in [BarSel97]. In
the latter work, the authors develop a theory of constraints, namely so-called
channel theory. The basic idea is that the change of information states is incor-
porated on a very elementary level in the theory. In channel theory, merging of
information units can be interpreted as a coproduct operation of appropriate
objects in a given category.

We will examine technical questions concerning the construction of complex
infons later. Here, we only give a flavor of the problems of unification. In
order to define an appropriate operation on infons, one has to assume certain
properties of this connection. For example, one can assume that logical
conjunction of infons is commutative: ¢ A7 = 7 A o. Unfortunately, this is
in general not true for natural language. For example, sometimes a conjunc-
tion can express an order of the involved events as the following examples show.

(1) Peter walks to the church and listens to the words of the priest.
(2) Peter listens to the words of the priest and walks to the church.

Notice that (1) and (2) have different meanings. Hence, we can conclude that
conjunction in natural language is not commutative.

Other possible principles that are candidates for governing conjunction are
associativity and idempotence. Again, associativity is not trivially a correct
principle for conjunctions in natural language. A discussion of this topic can
be found in [Ha96]. In total, we see that it is quite difficult to figure out the
formal properties of a merging operation of infons. Dependent on the context
and the type of logical relations between simple infons one needs to choose
different principles. We will come back to this topic later.

In the next subsection, we will consider certain ideas of how we can construct
situations using infons. Situations can be interpreted as partial possible worlds.
The idea that information states (situations) can be underspecified or in certain
cases overspecified (hence, they can be classically inconsistent) is the leading
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idea of the construction.

15.1.2 Situations

In the above subsection, we presented the basic ideas of a theory of information
units. The considerations were restricted to the possible information that can
be expressed using infons. Furthermore, we considered which features infons
should have when we try to model different types of information. We did not
examine what it means if a certain infon holds (or is true) relative to a given
information theoretic background. This subsection is devoted to this problem.
First, we will begin with a definition clarifying the concept of a situation. Situ-
ations can be associated with a representation of partial information about the
world.

We assume in the following that TN F™T is the collection of all infons relative
to a given relational strcuture R. We reformulate Definition 15.1.2 in a slightly
modified form in order to emphasize the corecursive character of the definition.

Definition 15.1.3 Assume a relational structure R is given. Then,
INF;Qr is the largest collection, such that it holds®* if o € INF{QF then
o = (Ri; a1, a2, ..., an, D)), such that the following conditions (i) - (iii)
hold:

(i) Ri € R

(i) Va; € {a1,as,...,a,}: (a; €D V a; =0 V a; € INF})
(iit) p € {0,1}

Notice that Definition 15.1.3 specifies a maximal fixed point. It is a coinduc-
tive definition and not an inductive definition. Notice that we did not introduce
a merge operation as a unification of (possibly heterogeneous) infons in order
to gain more complex infons. Last but not least, it is helpful to mention that
we did not say anything about the ontological status of relations and elements
of the domain D. Usually, it is assumed that these objects are urelements. We
will consider this question in Section 15.2 more carefully.

It is clear that Definition 15.1.3 can only strengthen the expressive power
in the case we work in non-well-founded set theory. In ZFC, there are no
circular collections and therefore we would loose the intended interpretation.
Because of this fact, we need to assume to work in ZFC,f, as our basic set
theory. Although in alternative frameworks of circularity, as examined in
Parts II and III of this work, we used classical set theory and changed the
underlying logic or the semantical system, situation theory is based on classical
logic. Circularity is introduced and modeled on the level of basic mathematical
entities and not on a meta-level. That is the reason why it was necessary to
develop the theory of hypersets.

4The subscript R is used to express that INF" is defined relative to a relational structure
R.
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Our next definition clarifies the status of a situation. A situation can be
understood as a collection of information units. It is clear that infons do not
give us a complete picture of the world. What is needed is a procedure that
tells us how situations interact with infons.

Definition 15.1.4 (i) Assume a relational structure R is given. Then, a
situation s is a collection of infons such that s C INFT.

(ii) The set of all situations is denoted by SIT.

Remark 15.1.4 (i) Notice that it is not assumed that a situation is consistent.
It is allowed that a certain situation contains contradictory infons. For example,
a situation s C INFT such that

o = {(know; ay: Peter, as: ¢, 0) € s
as well as

o' = {(know; ay: Peter, az: ¢, 1)) € s

is not prohibited by Definition 15.1.4. This feature represents the possibility

of an overspecified information state where inconsistent information units are
available.

(ii) If we assume that the domain D of the given relational structure R is a
set of urelements X C U, then the collection of all infons INF* is again a set
(clearly in Vgfq[X]).

In situation theory, the standard way to introduce the concept ¢ is true in
a situation s is achieved by introducing a relation = C SIT x IN F{{ . We did
this implicitly, because |= is defined via the elementhood relation as in Remark
15.1.4(i). In order to introduce this concept, we formulate the next definition.

Definition 15.1.5 The support relation = C  SIT x INFfzL is defined as
follows:

Vs € SITVo € INF™ :(s E 0 «— 0 € 3)

The idea is that the expression s |= o represents that situation s supports
infon ¢. In other words, infon ¢ holds in situation s. Here, truth is introduced
relative to a partial information state about the world. Hence, the idea is
that only relative to a given information theoretic background an information
unit can hold. We will see in Subsection 15.1.3 that it is possible to define
propositions as pairs of a situation and an infon. Because of the fact that
propositions are considered to be the bearers of truth, the importance of these
pairs cannot be underestimated.

In the next subsection, we will add some remarks concerning complex in-
formation units and propositions.
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15.1.3 Operations and Propositions

We would like to introduce some ideas concerning complex information units
that are composed of simple information units. There are two problems we
need to discuss roughly. First, we would like to give a semantical analysis of
logically connected infons (for example, conjunctions of infons or disjunctions
of infons). Second, we would like to give some ideas of a construction method
of complex infons using heterogeneous simple infons. We begin with the first
problem.

Definition 15.1.6 (i) Assume a relational structure R is given. A situation s
supports a conjunction of infons )\ oo if and only if situation s supports all o
for B < «. Formally we have:

s):/\aa & skEog foral <

(ii) Assume a relational structure R is given. A situation s supports a disjunc-
tion of infons \/ 04 if and only if there exists an infon og for 3 < o, such that
s supports og. Formally we have:

s):\/aa & skE o fora f<a

Definition 15.1.6 is a straightforward application of standard logic to the
theory presented so far. More difficult than disjunctions and conjunctions of
infons is the treatment of negation of infons. Here, the problem arises that there
are at least two possibilities to introduce a negation. One type of negation is
already included in the basic definition of primitive infons. Because of the
introduction of the polarity of an infon we have implicitly a negation on a very
elementary level. The change of the polarity of an infon can be interpreted as
a negation of that infon. There is a second possibility to express another type
of negation, namely in the case when we take situations into account. Consider
the following two expressions:

s = ((be; a1: Peter, ag: in the kitchen, 1))
s = ((be; a1: Peter, ag: in the kitchen, 0))

Can we require that these two propositions are equivalent? Clearly, in total
consistent situations they are, but in situations with underspecified informa-
tion this equivalence is not appropriate. If situation s does not contain any
information about Peter, then s does not support that Peter is in the kitchen,
but this does not imply that s supports that Peter is not in the kitchen. Here,
matters become more complicated. A similar situation arises in overspecified
situations. It can be possible that s supports that Peter is in the kitchen and
that Peter is not in the kitchen if there is too much information available. A
discussion concerning different forms of negation in situations theory can be
found in [BarEt87].
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The only property we can specify concerning negated infons is a special
case of Definition 15.1.5: Assume a relational structure R is given. Then, the
following holds:

s E (Ri;ar, az, ... ,an,1) & (Ri;a1,a2, ... ,a,, 1) € s

We conclude that negation requires a more sophisticated discussion in situation
theory, because of the partiality of the account and different possibilities to
introduce a negation.

We need to consider the second problem mentioned above. In [MoSel96],
a first account of a unification of infons is proposed. Unfortunately, the de-
velopment is not very explicit. Especially, it is not clear how it is possible to
introduce disjunctions of infons. Simplifying matters, the idea in [MoSel96] is
roughly the following one. First, we introduce an order relation C on infons,
then we introduce a relation ConOf C INFT x INF™, and finally we define
the conjunction o1 A o9 of simple infons o1 and o2 as the least infon 7 in the C
order, such that ConOf(o1,7) and ConO f(oa,7) holds.’ In other words, the
conjunction of o1 and o9 is the least infon 7, such that o is a conjunct of 7
and o9 is a conjunct of 7.

The following definition makes this idea more precise by introducing a cod-
ing machinery that helps keeping the involved distinct objects distinct. On the
one hand we need to speak about atomic (non-structured) objects and on the
other hand we need to code structured objects (infons).

Definition 15.1.7 Let INF™T be a collection of infons relative to a extensional
structure R. We define By = {0} x (|[R| — INF*) and By = {1} x p(INF™).
Finally define for each a € |R|:

« | (0,a) . ifa & INF*
T\ W{a)) : ifa € INF*

Then, we can define a new structure B with |B| = By U By according to the
following condition.

VR : R(a},a3,...,ar) € B < R(aj,az,...,a,) €ER
Concerning the properties of ConO f we define:

ConOf{((1,7),(1,0)) < 71Co

Remark 15.1.5 (i) Notice that the defined conjunction is commutative,
associative, and idempotent. Intuitively, By codes atomic objects, i.e. objects
that are not infons, whereas B; codes the collection of all structured objects,
namely infons.

5The term simple infon is used to express that simple infons are used to build more complex
ones. It has nothing to do with the technical meaning of simple infons in [MoSel96].
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(ii) In [MoSel96], a further possibility is mentioned to introduce a conjunction.
This particular conjunction is not commutative, but associative and idempo-
tent. There are other possible variations.

(iii) A problem arises, if one wants to model disjunctions in a similar way as
conjunctions. It is not sufficient simply to define a disjunction o1 V g2 as the
greatest infon 7 in the C order, such that DisOf(o1,7) and DisO f (o2, 7) holds
where DisO f is defined as follows:

DisOf((1,7),(l,0)) < oCrT

Why is this problematic? As a consequence of Definition 15.1.7 we get the
following equality for conjunctions:

(Loy AN(1,7) = (l,0UT)

Although this is appropriate for conjunction, the dual equality con-
cerning disjunctions makes no real sense. An expression of the form
(1,o) v(1,7) = (1,0 N 7) does not result necessarily in an infon of the form
(1,x). Here the ideas of forming complex infons can only partially be applied
and further work needs to be done to develop a theory of structured objects.

A last ingredient is necessary to get a more complete picture of situation
theory. We need to introduce propositions in order to get a version of truth-
functional semantics. The following definition specifies the concept of a propo-
sition.

Definition 15.1.8 Assume a relational structure R and a collection INF™ of
infons and a collection SIT of situations are given. Then, an expression p is a

proposition if and only if p is of the form s = o or s £ o where s € SIT and
o€ INFT.

Remark 15.1.6 (i) Definition 15.1.8 is important for the semantics of
situation theory, because the bearers of truth are propositions in the so-called
Austinian version of situation theory. This differs quite significantly from the
development in Parts II and III of this work where the bearers of truth were
sentences. Clearly, We will discuss this feature of situation theory in Chapter
16 more closely.

(ii) In [BarEt87], the definition of a proposition differs slightly from Def-
inition 15.1.8. Whereas in Definition 15.1.8 we introduced a proposition
as a certain relation between a situation and an infon, in [BarEt87] a
proposition is a relation between a situation and a type of an infon. Clearly,
the latter account is more precise, but for our purpose Definition 15.1.8 suffices.

(iii) The standard set theoretic coding of a given proposition p = (s |= o) can
be achieved by interpreting p as a pair:
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p=(sko)={s0)

Clearly, there are alternatives to represent a proposition set theoretically. For
example, one could imagine to represent a proposition as an infon of the fol-
lowing form

p = (F a5, a2 0, 0)

Using = as a structural relation that is not included in the relations given by
the relational structure R one can interpret p as an infon again. But we will
use the classical representation of p as a pair.

The fact that only propositions can be true or false in the Austinian picture
of situation theory makes it necessary to extend our development in order to
be able to represent circular propositions. We want to introduce objects of the
form p = (s,{(T; ai: p, 0))) that are interpreted as the proposition p that
claims that p is true in s. The following definition makes this idea precise.

Definition 15.1.9 Assume a relational structure R and the collection INF;%r
(relative to R) is given. PROP, INFT+, and SIT™ are defined as the largest
classes such that it holds:

o If o € INFY, then o satisfies condition (i), condition (ii), or condition
(iii):
(i) o € INF}
(i) o = (T; ai: p, 0))
(i1i) o = (T; ai: p, 1)

e Ifpe PROP, then p satisfies one of the conditions (iv)-(vi):

(iv) p = (s,0) fors€ o(INF*) and c € INF*
(v) p = (s,(T; ar: p, 0))) for s € SIT*, pe PROP, and T €U
(vi) p = (s,{T; a1: p, 1)) for s € SITT, p€ PROP, and T € U

o Bvery s € SIT™ is a subset of INF.

Remark 15.1.7 (i) We interpret the truth predicate T as an urelement in
conditions (ii), (iii), (v), and (vi) above. Clearly, that is in accordance with
our development so far.

(ii) The fact that we are working in the non-well-founded universe guarantees
that circular propositions of the form p = (s, (T; ai: p, 0)) for s € SITT
and p € PROP do exist. p expresses that p itself is true in s. It is important
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to notice that there are different Truth-teller propositions dependent on the
particular situation s. This models the intuition that Truth-teller propositions
are interpreted relative to a particular information theoretic background. The
same is true for Liar-like propositions. Relative to a particular situation one
can construct (using the anti-foundation axiom) a proposition

fs = (5,(T; ar: f5, 1))

The dependency on situations is the reason why Truth-teller and Liar proposi-
tions are usually denoted by fs and ¢s in [BarEt87] emphasizing the particular
situation a proposition is referring to. Moreover, this makes clear that in
situation theory the context is a constitutive and not an additional feature.

(iii) Notice that Definition 15.1.9 is a corecursive definition. This fits nicely
into our coalgebraic picture of non-well-founded set theory.

We finish this section with these remarks. In the next section, we will
use our more abstract framework of parametric corecursion in order to give a
representation of situation theory.

15.2 A Coalgebraic Version of Situation Theory

In this section, we give a coalgebraic reformulation of the central ideas of situ-
ation theory. First, we need to introduce primitive infons, then we will give an
account of circular infons. Finally, some remarks will be added concerning the
representation of situations and models. We begin our considerations with the
definition of primitive infons.

Definition 15.2.1 Assume a relational structure R = (D, R*, R}, ..., Rlm™)
is given. We consider the domain D as well as the relations R as a collection
of urelements, such that D N {RY*,R5*,..., Ry} = 0. We define primitive
infons similarly as in Definition 15.1.1(1i).

Remark 15.2.1 We assume that the collection of all primitive infons INF is
a set. Elements of the domain D are considered as objects without any inner
structure. This is not a necessary condition, but it simplifies matters. We
assume further (as usual) that a proper class of urelements U is given in order
to be able to speak about the real world.

We need to define the set INFT (as defined in Definition 15.1.2) using
primitive infons. We want to use the corecursion principle in order to construct
this collection. The following fact makes it precise in which way non-well-
founded set theory and corecursion are involved in this development.
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Fact 15.2.2 Assume the collection of all primitive infons INF is given. As-
sume further that the modified power set functor px is given where X CU is a
set of urelements. Consider an arbitrarily specified morphism

e: X — VesaX® (D UA{R", Ry, ..., Ry })]

Then, there exists a unique morphism

sub: X — Vyro[(D U {RY', Ry, ..., Ry}

given by the corecursion theorem. Furthermore, INF* is a subset of the col-
lection of all solution sets of the above construction.

Proof: The proof is an easy application of the corecursion theorem. q.e.d.

Fact 15.2.2 is a simple application of the corecursion theorem 14.4.1. We
add some remarks concerning the features of the collection of infons.

Remark 15.2.2 (i) Notice that the usage of the disjoint union makes it su-
perfluous to require that X is new for DU{R}", Ry?, ..., R }. This simplifies
matters significantly. On an abstract level, the reason for the complicated
definition of appropriate functors (for example proper functors, smooth func-
tors etc.) in [BarMo96] is a direct result of using products instead of coproducts.

(i) The morphism e : X — Vopo[X & (D U {R}", R3?*,...,R"})] maps
urelements into the (non-well-founded) set theoretical universe based on the
collection D U {RY',R5?,..., R} of urelements. Considering plainly set
theory this is completely sufficient to guarantee the existence of circular
infons. The problem is that a solution of an arbitrary function e cannot
necessarily associated with an infon. For situation theory we need a more
specific range of e, namely a range where the elements are (finite) sequences of
the form (R;; a1, az, ..., ap, p). In Definition 15.2.4, we give an alterna-
tive account for the generation of infons where we get closer to this requirement.

(iii) From a theoretical point of view, the existence and uniqueness of the
morphism sub guarantees that every appropriate infon can be modeled in the
present account.® Notice that we need to assume that the anti-foundation
axiom holds. Without the anti-foundation axiom the maximal fixed point
VafalX @& (D U {R]*, Ry?,..., R })] would not contain circular sets. Hence,
the corecursion theorem does not generate non-well-founded sets, but guaran-
tees that sub is unique.

The following fact states that every infon o can be reached by the above
construction.

5Clearly, sub generates for arbitrary functions e elements that are not of the correct form.
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Fact 15.2.3 For every infon o € INF™ there is a morphism

e: X — VX & (D U{R™,R},...,R'mY)

such that the solution morphism sub: X — V,r[D U {R', Ry?,..., R} of
Fact 15.2.2 contains o.

Proof: The claim is an obvious consequence of the construction of circular
infons in Section 15.1 and the properties of the solution mapping sub. q.e.d.

In Remark 15.2.2(ii) we mentioned the necessity to adjust Fact 15.2.2, in
order to get a better approximation of the possible solutions to the intended
infons and their structure. The next definition makes this idea precise.

Definition 15.2.4 Assume a relational structure R = (D, R*, R}?, ..., Rm™)
is given. We define a functor I' as follows:

r:5 — |J (BMEP,... Ry} x (S D)" x {0,1})

0<n<w

Definition 15.2.4 mirrors the structure of infons. Notice that circular infons
are a proper subset of the collection of all infons generated by Definition 15.2.4.
The following proposition ensures that I' has a maximal fixed point and that
the resulting solutions of an arbitrary function e satisfying certain conditions
(namely mapping a collection of urelements into a the maximal fixed point of
I'), define a subset of the intended collection of all infons ITNF*.

Proposition 15.2.5 (i) AssumeT is the functor specified in Definition 15.2.4.
Then, T induces a final coalgebra (I'*, ap~) where I'* is taken to be the mazimal
fized point of T.

(ii) Assume that the anti-foundation axiom holds. If e is an arbitrary morphism
with the property

e: X — ( |J (R RE....RE} x (X @Y @ D)" x {0,1}))*

0<n<w

then there exists a unique morphism sub, such that

sub: X — (| (R R3,..., R} x (Y ®D)" x {0,1}))"

0<n<w
and sub satisfies: sub = ((in, o sub,in;)) o e.

Proof: (i) The construction of I" uses the Cartesian product, disjoint
union, and exponents. All these operations preserve the existence of final
coalgebras according to Fact 13.4.3. Notice that in the above case it is not
longer necessary to work in CLASS. Even in SET the existence of the final
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coalgebra for I" is guaranteed.

(ii) According to claim (i), the pair (I'*, ap+) is the final coalgebra for I" with
I to be the maximal fixed point. Applying the corecursion theorem 14.4.1, the
claim is immediately justified. g.e.d.

Remark 15.2.3 (i) Proposition 15.2.5 shows that it is possible to give an
account in an extremely general setting. The solutions of the system of
equations induced by the morphism e provides circular infons (together with
other infons). This is the abstract version of situation theory we developed in
Section 15.1.

(ii) Clearly, even in Proposition 15.2.5 the morphism e could possibly map an
urelement € X into a set e(x), such that sub(x) does not correspond to an
intended infon. This is a direct consequence of the generality of the approach,
because the resulting collections are set theoretic universes build on certain
urelements.

In Section 15.1, we introduced not only circular infons but also circular
propositions. Propositions were modeled by pairs of the form p = (s, o) where
s is a given situation and o is a given infon. It is clear that the construction in
Fact 15.2.2 suffices to guarantee that circular propositions exist. This is stated
in the following fact.

Fact 15.2.6 Assume an urelement T € D is given. For every proposition p
there is a morphism

e: X — VesalX® (D UA{R", Ry, ..., R })]

such that p is contained in the range of the solution morphism sub : X —
VafalD U {RY*,R3?,... R 1.

Proof: Obvious. g.e.d.

Notice that the construction in Proposition 15.2.5(ii) does not suffice to
represent propositions as solutions of system of equations. But as should be
clear by the considerations so far it is easy to extend this construction to fit
into the overall picture. We will not go into details concerning this point.

What can be said concerning complex infons? Complex infons are a problem
in situation theory. A possibility to introduce complex infons is to use category
theoretic constructions. The intuitive idea is to associate a conjunction of infons
with a coproduct operation. This is the usual way how these connectors are
modeled. In Subsection 15.1.3 we saw that for complex infons the following
association is possible.
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(Lo) AN(1,7) = (1,0UT)

In order to store the information where o and 7 came from, it is better to
use a coproduct operation @ instead of ordinary union. It is clear that this
construction can easily be incorporated in the present framework. As is obvious
from the considerations in Definition 15.1.7 and Remark 15.1.5, there are
various ways to model conjunctions with different properties (commutativity,
associativity etc.). Using coproducts for conjunctions limits the flexibility of
the particular modeling. In this respect, the general approach is not as flexible
as the more elementary approach.

In Section 15.1, we defined situations as (possibly inconsistent) collections
of infons. In the coalgebraic version of situation theory, this definition can be
adopted. The important impact of the theory of coalgebras is the possibility to
define circular infons (and circular propositions) on a very abstract and general
level. Hence, we consider the definitions to be applicable to the coalgebraic
framework as well.

In the next section, we will discuss several applications and examples of
situation theory. The examples mentioned in Chapter 2 will be in the focus of
our consideration.

15.3 Applications of Situation Theory

Standard applications of situation theory are the modeling of truth and patho-
logical expressions on the one hand, and the modeling of knowledge on the
other. A further application are perception reports. We will examine the first
and the second application, because they deal explicitly with circularity and
revision processes. Representations of perception reports will not play any role
in this section.

15.3.1 Truth and Situation Theory

The following list specifies the main differences between theories of truth we
examined in Parts II and III of this work and the ideas constituting a theory
of truth in the context of situation theory.

e The bearers of truth in situation theory are propositions and not sentences
like in the Gupta-Belnap systems or in Kripke’s account.

e Situation theory tries to give an account to model the behavior of patho-
logical propositions. The motivation is not to define a truth predicate.
In this respect, situation theory is similar to revision theories, but differs
significantly from Kripke’s account.

e Situation theory incorporates the context in which a sentence is uttered
(in difference to the account of Gupta-Belnap and Kripke). The idea that
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every proposition is a pair of a situation and an information unit is crucial
here. In this respect, situation theory provides a more relativistic theory
for pathological expressions.

e In general, situation theory is an account from a more information theo-
retic perspective in comparison with the alternative accounts.

Remark 15.3.1 It is clear that these differences are not independent of
each other. For example, a strong argument for choosing propositions as
bearers of truth (instead of sentences) is the intuitively correct claim that the
interpretation of sentences is highly dependent on the context. Hence, context
sensitivity is important if one wishes to argue for the claim that propositions
are the bearers of truth. On the other hand, if we choose propositions to be
the bearers of truth it is clear that the theory needs features to represent a
context. Obviously, we have dependencies between these claims.

We will examine certain properties of situation theory in several examples.
First, we will consider the classical examples of pathological propositions like
the Liar proposition and the Truth-teller proposition.

Example 15.3.2 (i) We begin our examination of examples with the Truth-
teller. First, we need a formal representation of this expression. The standard
idea is to use an urelement T as truth predicate. Naively, the information the
Truth-teller sentence codes (without any context) can be expressed according
to the following information unit:

o = (T; o, 0)

o expresses the information that this very information o is in the extension of
T. Although o is a circular infon it is impossible for o to have a truth value,
because only propositions can be true or false (in the Austinian picture). Hence,
what is needed is a context. Consider the following proposition:

0 = (T; o, 0)

According to the definition o does not hold in (), because it holds o & (). What
can be said about a proposition in which s includes ¢? Consider the following
example:

s ={..,0,...} E (T 0, 0)

In this context it holds ¢ € s. Naively, this is a kind of Truth-teller like
expression. But we do not express a Truth-teller proposition, because a Truth-
teller claims something about a proposition, not about an infon (information
unit). Additionally, there is no connection between o and s except the fact
that o € s. We need to refer to circular propositions in order to represent the
Truth-teller proposition. Consider the following proposition:
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ps = (s,(T; ai: ps, 0))) for s € SIT™

This proposition claims that this proposition is true in situation s. What can
be said about its truth conditions? Dependent on s the Truth-teller ps; can
be true or false. For example, if s = (), ps is clearly false. To see that there
are true Truth-teller propositions, assume s is an arbitrarily given situation.
Construct s" as follows: s’ = sU{((T; a1: py, 0)}. Then, py is obviously true.
Hence, there are situations in which the Truth-teller is true and there are sit-
uations in which the Truth-teller is false. This is in accordance to our intuitions.

(ii) We want to give an analysis of the Liar proposition. The Liar can be
represented as follows:

As = (5,(T5 Xs, 1))

s is the proposition that claims its own falsity in situation s. As a matter of
fact it is clear that As can be false. For example, if s is the empty set or a
situation in which only well-founded information units are collected the Liar
proposition in s is false. But As can also be true. For example, if s is an
arbitrary situation consider s’ = s U{{(T; Ay, 1))}. Then, the Liar proposition
Ay is true. Notice that we do not absolutely claim anything about the
truth-value of Liar proposition. We make a claim about the Liar proposition
relative to a particular situation (information theoretical background).

The Liar proposition is intuitively interpreted as a proposition that has an
instable behavior if one tries to evaluate it. After a particular truth value is
assumed for the Liar proposition every further step in the reasoning about the
Liar results in a change of its truth value. We want to represent this behavior
with situation theoretic tools. The following example discusses this point.

Example 15.3.3 Assume the Liar proposition

As = (8, (T ar: A, 1))

is given. We want to model the reasoning about the Liar. First, A; makes a
statement about s, namely that it is false in s. Assume that \; is false. We
extend situation s to the situation s; = s U {((T; a1: As, 1))} like in Example
15.3.2(ii). According to our semantics we have developed so far the following
proposition is in fact true:

ps = (51, (T a1 As, 1))

This represents the evaluation after the first revision in the reasoning about the
Liar proposition. The next step can be represented as follows.

As; = (51’ <<Ta ar: sy, 1>>)
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Clearly this proposition is false. But a further revision yields a situation
s9 = s1 U{(T; a1: As, 1)}. Then the proposition

Psi = (52, (T a1z Ay, 1))

is true. It is clear how the reasoning can be continued to arbitrarily many
circles. This representation models quite nicely how we reason about the Liar
proposition.

The examples show that pathological propositions can be modeled in
situation theory. Because of the fact that propositions are the bearers of truth,
we can make several distinctions dependent on the particular perspective. But
it seems to be the case that in our modeling the truth and falsity of pathological
propositions do not depend on the facts in world. It seems that we don’t need
models of the world at all in order to analyze pathological expressions. We saw
in Chapter 2 that it is quite often the case that pathological propositions are
dependent on facts in the world. In the remaining part of this subsection we
will add some comments concerning models of the world in situation theory.

First, we need to introduce models representing the facts that hold in the
world. The intuitive idea of models is to interpret them as consistent situations.
The following definition introduces partial and total models.

Definition 15.3.1 (i) A (partial) model M is a collection of infons, such that
the following conditions hold:

o Jfo e IM then o & M.
(T; a1: p, 0)) € M iff p is true in M
o (T ai: p, 1)) € M iff p is false in M

(ii) A total model M is a partial model, such that M is not properly contained
in any model M’ .

Remark 15.3.4 (i) We introduced the concept of truth of a proposition as
a relation between situations and infons. Truth of a proposition relative to a
model 91 introduces a further aspect: The proposition must be contained in
a consistent set of infons. Hence, not every arbitrary collection of infons can
support a proposition p if we wish to guarantee the truth of p in model.

(ii) The introduction of two concepts of truth, namely one that simply refers to
an information theoretic background and a second one that refers additionally
to a model seems to be quite counterintuitive. As a matter of fact, this is only
a problem at first sight. The distinction is plausible if one wants to model
real world phenomena. Here, often the situation occurs that a proposition
is true in a particular context, whereas this proposition does not hold in an
appropriate model of the world. In a certain sense, the history of sciences



354 CHAPTER 15. APPLICATIONS OF HYPERSETS

seems to represent precisely this situation.

We summarize some facts about models in situation theory. These facts will
give some more intuitions about the situation theoretic account.

Proposition 15.3.2 (i) In a total model M the Truth-teller proposition

bs = (5’ <<T> Ps, O>>)

can be true in M and can be false in M.
(ii) In a total model MM, a Liar proposition cannot be true in IN.

(iii) In a total model M the Truth-teller circle can be true in M and can be
false in IN.

Proof: (i) Clearly, the Truth-teller proposition ps can be false in 9. In
order to see that the Truth-teller can be also true, assume s is any situation
such that it holds: Vo € s : ¢ € 9. Then, extend s to s’ similar to the
construction in Example 15.3.2(i), namely by extending s with the appropriate
Truth-teller proposition py. Because py is true it is an element of 1.

(ii) For a Liar proposition As that is true, it holds (T; ai: A, 1) € s. If
s CIM, then Ag is false in M according to the definition of truth in 9.

(iii) This can be proven similarly to claim (i). g.e.d.

We add some remarks to the above considerations, in order to relate these
properties to the alternative accounts in Parts IT and III of this work. Although
we will present a more extensive examination concerning the relations between
the different accounts in Chapter 16, it is useful to mention some of the main
differences already here.

Remark 15.3.5 (i) Proposition 15.3.2(ii) shows that in a total model 9% of
the world the Liar proposition cannot be true in 9. But the claim is even
stronger. Because of the fact that situation theory does not use a multi-valued
logic these propositions are plainly false. Here, an important difference between
accounts like the ones presented in Parts II and IIT and situation theory arises.
Kripke interprets pathological sentences as entities that are different from true
sentences and false sentences. In Gupta-Belnap systems, these sentences are
false, but by reconsidering the behavior of them in the revision process they
can be distributed into different classes. In situation theory, we have simply
false propositions from a global perspective. Finer distinctions can be made by
considering the behavior of these propositions in particular situations. We saw
in Example 15.3.3 that it is possible to represent the unstable behavior of the
Liar proposition as well. The framework of situation theory seems to be quite
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flexible concerning this point.

(ii) Notice that the Truth-teller circle was a problem in the Gupta-Balnap
account (at least in the standard theory). In situation theory, the treatment of
this circle is straightforward.

(iii) Although situation theory can provide a theory of truth it is important
to realize that situation theory does not generate a truth predicate in the
classical sense. The truth concept in situation theory is (because of its context
sensitivity) more relativistic in comparison with the alternative theories of
truth. Only situation theory is a framework that uses an information theoretic
background as an important relativization. The considered alternative accounts
are more classical. Further remarks concerning the relation between situation
theory on the one hand, and Gupta-Belnap systems and Kripke’s account on
the other can be found in Chapter 16.

In the next subsection, we will consider knowledge representation systems
and the possibility to model knowledge in situation theory. We will examine
some of the puzzles used in Chapter 2 in order to show how situation theory
can be successfully applied in this context.

15.3.2 Knowledge Representation

A theory of knowledge representation tries to code information units inter-
preted as elements of a contextually given information background in a formal
framework. For our purpose, it is not necessary to develop a theory of data
structures. We will simply represent data in situation theory. In particular, we
are interested how the modeling of the difference between common ground and
private knowledge can be achieved.

We refer the reader to Chapter 2 concerning examples of the difference
between common ground and private knowledge. The representation of private
knowledge is relatively straightforward. If a person a knows a fact ¢,” then we
can represent this fact by the expression [y¢. Such a representation is simple
and completely according to our intuitions. The question is: What does it
mean that a proposition ¢ is common ground? There are several proposals for
an analysis of this concept. We begin with the proposal by Schiffer in [Sc72]:

Definition 15.3.3 A proposition ¢ is common ground for a group of discourse
members a1, ag, . .., an if and only if the following two conditions hold:®

(i) Vi€ {0,1,...,n}: 040
(ii) Vi € nVj € n: Oayp — O, (Jay)

" At this point, we do not distinguish facts, propositions, and sentences from each other.
81n this definition, we do not identify propositions with the technical meaning of proposi-
tions in situation theory like the one we used in Subsection 15.3.1.
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Remark 15.3.6 (i) Notice that the above definition has an inductive charac-
ter. Because of the fact that expressions of the form [,,¢ are again considered
as propositions, an induction process yields sequences of simple propositions
that are known by a particular discourse member. These sequences can have
arbitrary finite length.

(ii) Our definition requires that ¢ and j are natural numbers. Nothing prevents
us (except the intuition) to extend Definition 15.3.3 to arbitrary ordinals. We
restrict our considerations to sequences of finite length. The smallest set that
satisfies the conditions of the definition above is the collection of all finite
chains of iterated knowledge operators.

Schiffer’s definition is not the only possibility to represent common ground.
Another analysis was proposed by David Lewis in [Le69]. Using situation the-
oretic terms the following definition represents David Lewis’ definition.”

Definition 15.3.4 A proposition ¢ is common ground for a group of discourse
members ai,as,...an if and only if the following n 4+ 1 conditions hold:

s E ¢
E ({(know; a1, s, 0))
E ((know; ag, s, 0))

» »

= ((know; an, s, 0))

»

Remark 15.3.7 (i) Notice that Lewis’ definition is circular. In order to
specify the situation s, one has to know the infons that constitute s. In
order to determine the infons, one is forced to know s again. Except the first
requirement all conditions are circular propositions. Without the usage of
hypersets there would not exist a set that can represent one of these infons
(except the first one). In this respect, hypersets are necessary to represent
Lewis’ ideas.

(ii) Clearly, another formulation of the circular conditions above would be the
following one:

Vie{1,2,...,n}:s E ((know; a;, s, 0))

We used the explicit formulation in order to make the idea more transparent.

We mention a last analysis of common ground that goes back to [Ha77]. We
specify this analysis in the next definition.

9The following formulation goes back to [Bar90].
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Definition 15.3.5 A proposition ¢ is common ground for a group of discourse
members ai,as,...,a, if and only if the following condition holds:

The information T = [Vi € {1,2,...,n} : O, (¢ A 7)] is known by each
member a; for j € {1,2,...,n}.

Remark 15.3.8 (i) Similarly to Definition 15.3.4 the above definition is
circular: The information unit 7 contains 7 itself as an element. From the pure
definition it is not clear whether Definition 15.3.5 and Definition 15.3.4 are
equivalent or not.

(ii) From a conceptual point of view it seems to be the case that Definition
15.3.5 is more difficult to understand than Definitions 15.3.4 and 15.3.3. The
reason for this is probably the fact that every definitional property is packed
into one formula.

First, we show that all definitions of common ground can be reformulated
in situation theoretic terms. This is important to guarantee that situation
theory is a tool strong enough to model what we want. Fact 15.3.6 shows that
all presented definitions of common ground can be reformulated in situation
theoretic terms.

Fact 15.3.6 (i) Definition 15.3.3 can be represented in situation theory.
(ii) Definition 15.3.5 can be represented in situation theory.

Proof: (i) Consider Definition 15.3.3. We translate both conditions into
situation theory terms. This can be done straightforwardly: the following two
conditions specify precisely these two conditions.

Vien: s = ((know; ai, ¢, 0))
VkenvVjen: s | ((know; aj, ¢, 0))
= s = ((know, aj, ((know; ay, ¢, 0)), 0))

The above formulas are literal translations of the conditions in Definition
15.3.3. That suffices to show the claim.

(ii) Consider Definition 15.3.5. As in (i) we give a literal translation of the
conditions in that definition.

Vien: s = ((know; a;, s, 0))
Vien: s | ((know; a;, ¢, 0)) A ((know; a;, s, 0))

Again the above conditions are obviously equivalent to the conditions in Defi-
nition 15.3.5. This shows the claim. g.e.d.
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Remark 15.3.9 Notice that in the above fact we split one condition into two
conditions using two situations s and s’. This simplifies the understanding of
the complex relation. As a matter of fact it is also possible to express the same
in one formula. Then, the readability is quite complicated.

In [Bar90], some interesting results concerning a comparison of the different
possibilities of modeling common ground are proven. We mention two impor-
tant facts here.

Fact 15.3.7 (i) If we restrict our attention to finite situations s, then a
countable approximation of s in the sense of Definition 15.53.3 is equivalent to
the circularly defined situation according to Definition 15.3.5.

(ii) If we assume that all situations are finite, then Definition 15.3.4 and Defi-
nition 15.3.5 are equivalent.

Proof: Compare [Bar90] for further information. q.e.d.

In order to make the quite abstract considerations concrete, we consider the
following example. We will model the muddy children problem using situation
theoretic techniques. The problem with the muddy children problem is to
represent the reasoning of the children. In other words: We want to model the
logic behind the reasoning that is used by the children in order to figure out
whether they are muddy or not.

Example 15.3.10 Consider the muddy children problem (16) in Section 2.3.
In order to keep things readable, we restrict the number of children to 2 (more
precisely we consider the children a1 and ag) and we assume that both children
are dirty on the forehead. We consider the reasoning of a;. After the first
question of the father, a; knows situation s; where s; supports the following
infons.!?

(1) s1 E ((know; a1, ((dirty; a1, 0)) V ({dirty; aa, 0)), 0))
(2) s1 E ((know; a1, ({dirty; az, 0)), 0))

(1) is justified because of the statement of the father that at least one child
is dirty. (2) is justified because a; sees that ag is dirty. Additionally to
propositions (1) and (2) known by aj, the following two constraints hold and
are known by both children a; and as.

(3) s1 E ({({(know; as, ((dirty; as, 0)), 0))
= ((say; ag, ((dirty; az, 0)), 0)))

10We simply the notation slightly: We assume that the infons supported by situations s;
and s are known by a;.
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(4) s1 B (((know; ag, ((dirty; a;, 0)), 0))
A ((know; az, ({dirty; a1, 1)), 0)))
= ((know; ag, ((dirty; az, 0)), 0))

These specifications of situation s; (after the first question of the father) are
sufficient to represent the reasoning of a; after the second question of the
father. After the second question a; reasons as follows. From (3) a; can infer
(5) using contraposition:

(5) s2 E ((say; az, ((dirty; as, 0)), 1))
= ((know; ag, ((dirty; az, 0)), 1))

From (5) a; infers (6) using (4):

(6) s2 E ((know; az, ((dirty; az, 0)), 1))
= ((know; ag, ((dirty; a1, 1)), 1))

Because a; knows that it holds: sa = ((say; a2, ({dirty; a2, 0)), 1)), using
modus ponens two times a; can deduce (7) from (5) and (6):

(7)  ((know; a2, ((dirty; a1, 1)), 1))

Moreover, a; knows (8), because a; assumes that as does not have a visual
defect:

(8)  {(know; ag, ((dirty; a1, 0)), 0)) V ((know; ag, ({dirty; a1, 1)), 0))
Obviously, the following two infons are contradictory:

((know; ag, ((dirty; a1, 1)), 1))
((know; ag, ((dirty; a1, 1)), 0))

Hence, a; can deduce (knows) that (9) holds:

(9) s2 E ((know; ag, ({dirty; a1, 0)), 0))

Finally, from (9) it follows (10), assuming that knowledge of a fact implies that
this fact holds (which is generally accepted). Hence, a; can deduce (10):

(10) s2 | ({dirty; a1, 0))

That represents the reasoning of a;. Clearly, the reasoning of as is precisely
the dual reasoning. The application of both instances of reasoning yields the
result that after two questions of the father, both children say that they are
dirty at the forehead.
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Remark 15.3.11 (i) Our presentation of the logical reasoning of the children
is slightly simplified because of the number of involved children. In general,
this reasoning can be extended to an arbitrary finite number of children.
Clearly, the representation of situations become quite complicated by a larger
number of involved children.

(ii) We introduced several constraints in the above reasoning, like the constraint
that if as knows that ag is dirty, then as is immediately saying that ag is dirty.
A further constraint is that a; knows that as knows whether a is dirty or not.
We assume here that neither a; nor as has a visual defect.

(iii) We mentioned several other examples of the difference between common
ground and private knowledge. It is clear that the examples are structurally
similar to the muddy children problem. The differences in form can be easily
adjusted.

There is an important insight from the modeling in Example 15.3.10. A
representation of common ground that uses neither inductive principles like
in Schiffer’s analysis (compare Definition 15.3.3) nor circular principles like
in Harman’s analysis (compare Definition 15.3.5) and in Lewis definition
(compare Definition 15.3.4) cannot be successfully applied to the muddy
children problem. This is true because any fixed finite number of iterations
of the knowledge operators is insufficient for modeling the phenomenon if
there are m > n children involved and n 4+ 1 many children are dirty on
their forehead. Hence, in order to guarantee a successful modeling either an
inductive approach or a circular approach is necessary.

In the next section, we mention some major problems of situation theory
that are known for a long time.

15.4 Problems and Further Remarks

Historically, situation theory was developed in order to model constraints in nat-
ural language that cannot be represented in classical Montague semantics. The
successful modeling of certain phenomena ranging from circularity of knowledge
representation to the development of a theory of propositions has also certain
disadvantages. The following list summarizes these disadvantages.

(1) There is no known model for situation theory.
(2) How can modal logic be introduced?

(3) Situation theory gives no reliable account for a theory of argument
roles.

(4) The original aim to develop a theory of constraints for natural and
formal languages was not achieved.
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We need to add some general remarks concerning the above points. Af-
ter these remarks we will check whether these problems are challenging the
possibility to apply situation theory to circular phenomena.

Remark 15.4.1 (i) The problem to find a model for situation theory is a
relatively old problem. Years of work were spent in order to fix this problem.
There is still no solution. Clearly, from a conceptual point of view this situa-
tion is quite unsatisfactory, but applications can nevertheless be successfully
represented (as one can see in this chapter). If one works with strong and
clearly specified restrictions, then it is possible to find a model for particular
applications. This is obvious from Definition 15.1.9 and the applications of
this definition in the above parts of this chapter.

(ii) In situation theory, there is still no idea how to introduce modal operators.
In the further development of situation theory, namely in channel theory
Barwise developed an account in which modal operators can be introduced
(compare [Bar97] for further information). Unfortunately, channel theory is
not a direct extension of situation theory, although the two authors Barwise
and Seligman of the monograph [BarSel97] point out explicitly that channel
theory should be considered as such an extension. To examine the relation
between situation theory and channel theory precisely remains a task for future
research and is not spelled out yet.

(iii) An old problem in linguistics is the development of a theory of argument
roles. Situation theory has the same problems as alternative semantical theo-
ries. There is no generally accepted solution for this problem. As is shown in
[MoSel96] there are first steps towards formalizing (and axiomatizing) minimal
conditions that are required for a theory of argument roles. An interesting
question is whether it is possible to incorporate classical work about argument
structure in the linguistic realm into the formal framework of situation theory.!!

(iv) Interestingly enough, the original motivation for the development of
situation theory, namely the modeling of the problem how constraints in
natural language can be modeled in a formal framework, was not solved by the
theory. Although more than ten years were spent to develop the theory, this
problem is still open. The reason for this is perhaps that the classical features
of situation theory prevent a successful development of a theory of constraints.
Channel theory was able to solve this problem (at least partially). The price
one has to pay is that channel theory is no longer a classical logical framework
but rather a category theoretic framework that is in general not complete and
not sound.

HEor example, [Gr90] can count as a theory that provides a linguistic framework for a
theory of argument structures. The question is whether such theories can be incorporated
into situation theory.
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We want to check whether these problems have a significant influence on
the modeling of circularity using situation theoretic tools. As we saw in Sec-
tion 15.3, situation theory can be used to represent pathological expressions in
natural language and the distinction between private knowledge and common
ground quite successfully. Furthermore, situation theoretic techniques can be
used to compare different analyses of the common ground puzzles. Only the
representation of circular information units using hypersets guarantees the pos-
sibility to prove that the presented inductive account and the circular accounts
are equivalent. In this respect, it is clear that the above problems situation
theory faces are not an a priori argument against the usage of situation theory
for the modeling of circular phenomena.

Furthermore, it is clear that the only real challenge of situation theory
is problem (1). The application of situation theory to circularity does not
presuppose modal operators, a theory of argument roles, nor an explicit
and spelled out theory of constraints. The fact that there is no model for
situation theory becomes a problem if one wants to develop a general theory
of circularity, applicable to all kinds of circularity ranging from a theory of
truth for natural language (not only for a fragment of natural language),
to circular phenomena in knowledge representation, mathematics, computer
science etc. Clearly, then situation theory is not sufficient: Without the
possibility to decide whether there is a consistent set of infons or not we are
facing a non-trivial problem.

It is relatively straightforward to assume that situation theory can be ap-
plied to various other phenomena. This is true because of the flexibility of the
theory itself. For example, it should be possible to give a situation theoretic
modeling of circularity in computer science. The representation of labeled tran-
sition systems as introduced in Definition 13.1.1 can be represented as a model
where the infons constituting that model are elements ¢ of the following form

o = <<—)Sa S, a, 8/7 0>>

Clearly, that needs to be spelled out, but we do not want to go into details
concerning this point. In general, we can say that there are further possibilities
of applications of situation theory with respect to the modeling of non-well-
founded phenomena.

We finish this chapter with these remarks. The final chapter of this work
summarizes the considerations and gives an outlook of future work and alter-
native frameworks that were not in the focus of this work.

15.5 History

Situation theory was originally developed by Jon Barwise and John Perry in
[BarPe83| and [Bar81]. A further development of situation theory can be found
in [De91]. Another influence was the introduction of non-well-founded sets into
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situation theory in [BarEt87] and (theoretically) in [Ac88]. In [Ki94], this line
of development was further investigated. A readable version of situation theory
can be found in [MoSel96]. The applications are folklore to the subject and
were the main motivation for the development of situation theory. The at-
tempt to find a model for situation theory is documented in several papers like
[Ac90, Ac96] and [Lu91, AcLu91]. The problem of defining complex infons goes
back to [BarEt90]. Applications of situation theory as presented here can be
found in [BarEt87] concerning pathological expressions and [Bar90] concerning
knowledge representation. As far as the author knows the explicit development
of the logic of the muddy children problem is new here. Alternative accounts of
modeling the muddy children problem (common ground versus private knowl-
edge) can be found in [Gr94] (using dynamic logic), and [BaMoSooo] (using an
extended form of modal logic).
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Chapter 16

Final Remarks

It is time to look back at the concepts we have examined so far. In this work, we
considered a variety of different frameworks that were originally developed in
order to model circularity. Most of them were developed directly as a theoretical
answer to the challenges of paradoxes and the pathological behavior of certain
philosophical and linguistic concepts. In this chapter, we will try to give ideas
for further developments that could lead to new results in this subject. We
will also add some further comments concerning the relations between and a
comparison of the proposed frameworks. Although they are different in nature,
they have many similarities (clearly on different levels).

We will begin with remarks concerning a comparison of the different frame-
works. In this respect, complexity theoretic aspects come into consideration as
well as the (sometimes implicit, sometimes explicit) mathematical and philo-
sophical assumptions. Clearly, we do not absolutely rank the frameworks with
respect to some suspect categories concerning their quality. Each theory has
its advantages and its disadvantages. Furthermore, it seems to be obvious that
the continuous work in modeling circularity yields more advanced and, from a
general perspective, better frameworks.

16.1 A Comparison of the Different Frameworks

In this section, we want to compare the three different frameworks. In some
sections above, we already have given some ideas as to how to compare Kripke’s
account with the account developed by Gupta and Belnap. Now, we will try to
extend these considerations to the third theory developed in Part IV as well.
It is clear that for every framework there was a motivation. Kripke developed
his account of partial defined truth predicates in order to provide a theory
of truth. A quite similar motivation can be specified for the revision theoretic
account by Herzberger, Gupta, and Belnap. And the situation theoretic account
using non-well-founded sets originates from questions concerning knowledge
representation and paradoxes. Although it turns out that some of the further
developments were motivated by other possible applications, it is clear that one
cannot reasonably require that Kripke’s account should solve the problem of
how to model the private knowledge vs. common ground distinction. That

365
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makes it quite difficult to compare the frameworks.

First of all, we examine the complexity of the systems. We spend a lot of
effort to determine the complexity of Gupta-Belnap systems in Chapter 8. The
Kripke approach as well as the approach using non-well-founded sets is much
more straightforward.

16.1.1 The Complexity of the Frameworks

As we examined in Subsection 9.3.3, it is possible to define Kripke’s fixed point
approach in the context of revision theories. This is possible because Kripke’s
inductive approach can be modeled in the expressively stronger Gupta-Belnap
systems (at least in the semantical systems S# and S*). We give some examples.

Example 16.1.1 (i) Assume a language L is given. A Kripke-style fixed
point approach with respect to a three-valued logic guarantees the existence
of fixed points. Consider the minimal fixed point d. Clearly, one can reach
this point by an inductive definition, starting with the bottom element 1
of possible evaluations and iterating the applications of a monotone operator
[:{T,F,N}5"+ — {T F,N}%"r+ This process results in a fixed point.
It is obvious that this is an inductive definition. Informally, the following def-
inition specifies the minimal fixed point using an inductive definition (where
M denotes the classical ground model and 9" denotes the standard model of
arithmetic). The minimal fixed point L : Sent;+ — {T, F, N} is the smallest
set S, such that the following condition holds:

Vo € Sent Vip € Sentp+ = ([¢)|=T) — (p,T) e S
A (@ =F) — (4,F) €S
A (@ =N) — (¢,N) e S
A =T) - (9,T) €S
A ([N =F) - (¢,F) €S
A (W™ =T) —(T(4),T) € S

Because of the fact that the semantical systems S# and S* can model arbitrary
inductive definitions,! the minimal fixed point in a Kripke-style approach can
be represented in revision theories.

(ii) In Kripke’s construction, there are in general several maximal fixed points.
These points can also be defined using the semantical systems S# and S*. One
has to take into consideration that similar to the case of inductive definitions,
there is the possibility to define coinductive definitions revision theoretically
as well.? In this respect, Kripke’s account has less expressive strength in
comparison with revision theories.

!Compare Lemma 8.4.2.
2Compare Corollary 8.4.3.
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(iii) We need to consider the maximal intrinsic fixed point for a moment. Ac-
cording to Kripke, this is an important point, in order to construct a truth
predicate in the object language (at least in one possible reading of [Kr75]).
This particular fixed point can be defined as the infimum of all maximal fixed
points.? Because the maximal fixed points are revision theoretical definable
and the infimum relation is arithmetical, the maximal intrinsic fixed point can

be defined in S* and S#.

Remark 16.1.2 (i) Dependent on the choice of particular fixed points the
complexity of truth in a Kripke-style approach is either IT} or ¥1. The classical
construction using the minimal fixed point is a II} construction. This is a
direct consequence of Example 16.1.1.

(ii) We developed the modeling of Kripke’s account using revision theoretic
techniques in a three-valued logic. It is clear that it is also possible to develop
his account in a four-valued logic. The situation in a four-valued (monotone)
logic is even simpler, because there is no maximal intrinsic fixed point (in the
general case).

The complexity theory of revision theories was developed in Sections 8.3
and 8.4. We summarize the facts from these sections.

e The complexity of validity of S# is 1.
e The complexity of validity of S* is II3.

e The complexity of the definable subsets of w is at least TI3 U ©1.

As a direct consequence of these considerations, we can state that revision
theories are stronger concerning their expressive power in comparison to
classical Kripke-style accounts. The truth concepts of these two approaches
are therefore quite different. This is further supported by the fact that the
theories show quite different behaviors in certain applications.*

The last framework we examined in this work was the theory of non-well-
founded sets. In particular, situation theory was used (extended with non-well-
founded sets) in order to give an account of a theory of truth and a theory
of knowledge representation. The examination of the complexity of non-well-
founded set theory is more complicated, because we work in a different setting
from the very beginning: we changed the underlying set theory. Furthermore,
the axiomatization we formulated in Section 11.1 contains a non-standard tech-
nique, namely the claim that there is a proper class of urelements. We did not

3Compare Theorem 4.4.2(iii).
4Compare Section 10.1 for further explanations concerning this point.



368 CHAPTER 16. FINAL REMARKS

introduce an axiomatization of classes, but refrained from such an axiomatiza-
tion non-well-founded set theory can be axiomatized in a first-order style like
classical ZFC set theory.

If one considers the techniques we used developing a theory of hypersets as
well as the introduction of situation theory, then it is clear that the usage of
corecursive methods plays an important and crucial role. Notice that the usage
of the final coalgeba in order to identify the universe of non-well-founded sets,
as well as the collection of infons that can be used in situation theory, makes
it impossible to characterize the theory by II} formulas. What we need are 31
definitions.

We summarize the above considerations in the following list specifying the
properties of the non-well-founded set theory account:

e Non-well-founded set theory is first-order definable, provided the existence
of a proper class of urelements is given.

e The definition of the universe of non-well-founded set theory is a X1 state-
ment.

e The definition of the collection of infons that are used in our context has
complexity ¥1.

In the next subsection, we shall consider the mathematical assumptions of
the different frameworks.

16.1.2 Mathematical Assumptions

There is an obvious difference between the considered frameworks. Whereas
in the case of Kripke’s account and the revision theoretic approach, classical
ZFC set theory is used (without urelements) this is no longer true for the
situation theoretic account where essentially non-well-founded sets are used.
Notice that the introduction of non-classical set theory changes the framework
on an elementary level. In non-well-founded set theory it is possible to speak
about objects that do not exist in ordinary mathematics which is usually based
on ZFC.

We can summarize the mathematical assumptions and the mathematical
features in the following table. Notice that, especially in the case of situation
theory / theory of non-well-founded sets, it is not simple to make a clear
decision concerning the following categories. A reason for this is the fact that
different versions exist in the research community. Some have quite different
features. Hence, our categorization is more tentative in character.’

5In the table below, GB systems denotes Gupta-Belnap systems and ST is a shorthand for
situation theory.
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Kripke GB Systems ST
Theory algebraic algebraic coalgebraic
Logic non-classic classic classic
Syntax classic non-classic non-classic
Semantics classic non-classic classic
Definitions classic non-classic classic
Set Theory classic classic non-classic

The situation is a little bit more complicated as depicted in the table.
Therefore, we need to discuss certain issues here.

Remark 16.1.3 (i) Notice that in a further development of situation theory,
namely the so-called channel theory, even the underlying logic of the framework
becomes non-classical.® The standard approach towards situation theory can
be interpreted as an approach that preserves classical logic.

(ii) Whether the semantics of standard situation theory is classical or not
cannot be trivially decided. The problem is that it is still an open problem
whether there is a model for situation theory at all. A model can be defined
if situation theory is appropriately restricted. For example, in [BarEt87],
a semantics is developed. We did quite similar things in Sections 15.1 and
15.2. In the models of restricted fragments of situation theory, we have seen
that ordinary model theory was used. Therefore, we choose to categorize the
semantics of situation theory as classical.

(iii) We claim in the table above that Gupta-Belnap systems are non-classical
in their syntax, because they allow definitions that count as syntactically
ill-formed in classical accounts. Clearly the sentences that can be considered in
the Gupta-Belnap systems are not syntactically non-classical, as for example
in comparison with circular propositions in situation theory. Nevertheless,
allowing these definitions yields new predicates that can only be defined in
classical definition theory if one uses higher-order concepts.

(iv) Although revision theories are strong enough to define a non-well-founded
universe’, we cannot claim that revision theories do contain non-well-founded
sets implicitly. It is only possible to define a universe allowing revision rules,
relative to the given standard set theory ZFC.

(v) It should be noted that the categories semantics and definitions are not
independent from each other. It is not possible to change the underlying def-
inition theory without changing the semantics at the same time. This holds
because if one allows circular definitions like the Gupta-Belnap account, a clas-
sical semantics cannot evaluate these definitions.

SCompare Subsection 16.2.3 for further information.
"Compare Subsection 9.3.1 for further information.
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As an important insight, we can state that no account is purely classical in
all respects. One or the other feature is non-classical in all frameworks. That
is not extremely surprising if one takes into consideration that it is - according
to Tarski’s theorem - provably impossible to develop a theory of truth in the
object language in strong enough languages.

We add some remarks concerning the different modifications in the clas-
sical theory. Clearly, the strongest modification of the mathematics used in
order to develop theories for circularity is the modification of the underlying
set theory. In logical applications, it is quite common to use different logics
for different problems (logical pluralism). To use a different set theory is not
as common. In this respect, the account which uses non-well-founded sets is
the most radical framework. Concerning accounts that change the semantics
and/or the definition theory, we can say that those accounts are at first sight
not extremely different from other accounts. There is one additional feature in
revision theories that must be taken into account: the strong systems S* and
S# are crucially defined using a sequence of hypotheses of length ORD. First,
ordinals are used and second, the object that is constitutive for the definition of
the system, namely the sequence of hypotheses, is no longer a set, but a proper
class. We saw in Chapter 10 that it is possible to reduce the length of these
sequences to sequences of countable length. We have to be aware of the fact
that the techniques and mathematical assumptions used in revision theories are
rather strong.

How strong is the assumption in situation theory that there are sets that are
not contained in classical ZFC set theory? Changing the set theoretic universe
is quite unfamiliar to most logicians. First, non-well-founded set theory is an
extension of ZFC' set theory and not a completely different set theory. The
principal idea is simply to find a theory that includes all sets of ZFC' but
furthermore contains reflexive sets as well. This is a kind of extension that
is well-known from other mathematical theories. Second, one can show that
non-well-founded set theory is consistent relative to the consistency of ZFC
set theory.® Hence, the theory of hypersets is no more problematic concerning
consistency than ZFC. Third, it seems to be quite reasonable to assume that
there are no a priori reasons why there should not be collections that can
contain themselves. Axioms in set theory are usually seen as principles that are
intuitively correct. In the case of the foundation axiom, it is not really clear
why there should not be a set that contains itself. Considering these arguments,
non-well-founded sets are not as strange as they probably appear to be at the
very beginning. In total, we can say that - although using non-well-founded sets
cannot be seen as a trivial extension of the set theoretic universe - it does not
seem to be the case that there are a priori reasons against the usage of hypersets.

In the next subsection, we will mention some remarks concerning the philo-
sophical assumptions and, in particular, a comparison of the philosophical as-
sumptions of the different frameworks.

8Cf. [Ac88] and [BarMo96].



16.1. A COMPARISON OF THE DIFFERENT FRAMEWORKS 371

16.1.3 Philosophical Assumptions

We already considered some aspects of the philosophical assumptions of the
different frameworks in Section 11.2. Here, we will add some more remarks
concerning this topic.

We saw in Chapter 11 that Kripke’s framework and the Gupta-Belnap sys-
tems are not different concerning the ontological status of the bearer of truth.
In both theories, sentences of the given language L are the entities that can be
true or false. In comparison with these two theories, situation theory differs.
One of the central claims of situation theory was the statement that the bear-
ers of truth are propositions, not sentences. Although the ontological status
of propositions is less clear than the ontological status of sentences, the propo-
nents of this choice argue that we need to specify in what situation one utters a
certain sentence token. Contextual sensitivity becomes an important feature in
situation theory as we saw in the difference between modeling the Liar sentence
from a global perspective (where the Liar sentence is stably false) and a local
perspective (where background information is included and the Liar sentence
can be true or false).”?

It is quite obvious that the account identifying propositions as bearers of
truth is the more flexible one. Ignoring the contextual situation in which a
sentence token is uttered can result in an approach that uses sentences as the
bearer of truth. Sofar, Kripke’s and Gupta’s ideas are special cases of the more
general account using propositions. The problem is that the introduction of
a context is complicated and it is not a priori clear how this can be achieved
in Kripke’s and Gupta-Belnap’s accounts. Clearly, the evaluation systems
need to be adjusted to the new situation. Moreover, one has to clarify what
it means to evaluate propositions in a revision sequence where every revision
step changes the evaluation context. These points need to be addressed when
someone tries to give a generalized account of revision theories.

The usage of urelements in the theory of hypersets is for many people quite
uncommon. Most textbooks of set theory (as well as research papers) develop
a set theory for pure sets. Important for the account of hypersets as examined
in this work is the fact that urelements are crucially used in order to state a
system of equations. In this respect, the question arises whether urelements
are a necessary part of the theory or whether they are only used to simplify
the representation. In fact, it is possible to get rid of the urelements. [Mooob]
shows how to develop the theory of hypersets without urelements. Clearly,
the abstract development in [Mooob] loses a lot of the intuitive plausibility of
the development in Chapter 11. At the same time, the abstract framework
of coalgebras generalizes the account and makes the large number of different
types of systems superfluous. In this respect, the usage of urelements is not
required.

From a philosophical perspective, urelements interpreted as atomic non-
structured objects that can be used to create sets should not create ontological

9Compare Section 15.2 for further information.
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problems. It is relatively undisputed that the attempt to speak about the real
world forces us to introduce objects that are themselves non-sets. Only in this
case one can speak about people in a discourse, about a bike, or an atomic
power station, because all of these things are not pure sets.! That we use a
pure class of these objects that are further specified in the particular application
is motivated technically, because we ensure that we have always enough fresh
urelements.

In general, the ontological status of sets is a strongly discussed topic in
the philosophy of mathematics. Good introductions into different accounts of
this discussion are [Ma90] for a realistic approach, [Fi80] for a nominalistic
position, and [Ki83] for an empiristic approach. It is not possible to discuss
the different motivations and ideas of these theories in this work. As a matter
of fact, besides the classical problem of what the ontological status of sets
are, we have the further problem of what the ontological status of urelements
are. The easiest possibility to find a solution for this problem is to assume
that urelements are physical or abstract objects in the real world. In this
respect, materialism seems to be the natural interpretation of set theory with
urelements.

A further distinction behind the ideas of the different frameworks can be
detected: Whereas Kripke’s account tries to remain in classical model theory
and interprets all sentences with an extension that is given from the very
beginning,'’ Gupta’s account evaluates every sentence in revision sequences.
The results of these evaluations determine the validity or the invalidity of
particular sentences. In other words: whereas in fixed point theories the
stage by stage process is hidden in the development of the theory (what
is needed is simply the specification of a fixed point), Gupta incorporates
the step-by-step process into the semantical system. The visibility of this
process is a technical difference between the two theories. A judgment as
to which of the two accounts is intuitively more appropriate is not trivial.
Clearly, Gupta-Belnap systems are more transparent than Kripke’s fixed point
approach. Furthermore, it seems to be the case that reasoning about Liar-like
sentences precisely presupposes the step-by-step evaluation of sentences. From
this perspective, revision theories are closer to the intuition of what is going
on when we reason about Liar-like sentences.

The next subsection summarizes some of the empirical facts. We already ex-
amined several examples of differences in the modeling of circularity in Chapter
10.

16.1.4 Empirical Facts

First, we restrict our attention to the problem of truth. We mentioned already
that Kripke’s account cannot model certain discourses where an information

10Clearly, even this is based on the assumption that not everything in the world is a pure
set.
' (Clearly, some sentences do not have extensions at all.
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theoretic context is included. Examples for this lacking expressive strength
are the Gupta puzzle as was discussed in length in Chapter 10 (together with
the modified version of the Gupta puzzle). Other examples are all forms of
logical tautologies.!? In Kripke’s framework, no logical tautology is preserved
because of the fact that neither the three-valued logic nor the four-valued al-
ternative logic has tautologies. Hence, it is impossible to represent tautologies.
Furthermore, for Kripke’s framework, the strengthened Liar is a problem and
cannot be appropriately modeled in his theory. The reason for this problem is
the finiteness of the possible truth values. Intuitively, we can lift the classical
problem to another level.

All of these problems do not arise in Gupta-Belnap systems except for one
problem. As we saw in Subsection 10.1.3, a slight modification of the Gupta
puzzle is also a problem for Gupta-Belnap systems in the classical formulation
like in [GuBe93]. Another problem for revision theories is the Truth-circle
construction. Even here, one needs a modification of the theory itself in order
to adjust the results of the modeling as was described in Subsection 10.1.2.
Clearly, even the approach of Gupta and Belnap does not solve every problem.
Without disqualifying Kripke’s ideas, it is obvious that from an empirical point
of view, revision theories are a better framework for circularity. They show
better modelings of the phenomena, in the sense that they seem to be the more
appropriate frameworks.

An important point is that in revision theories, there is no spelled out the-
ory to represent other forms of circularity besides non-well-founded sentences of
different forms. Circular phenomena occurring in theories of knowledge repre-
sentation or the problem to distinguish common ground from private knowledge,
cannot be easily modeled in Gupta-Belnap systems. One of the major problems
is that revision theories do not include a theory of propositions. Propositions
are most important in theories of knowledge representation, because proposi-
tions are the ontological entities we are talking about. Although in [GuBe93]
it is explicitly mentioned that revision theories are considered as a framework
to represent applications other than non-well-founded sentences as well, these
ideas are far away from being spelled out. Further work needs to be done in
order to decide to what extent such a representation in the revision theoretic
account can be realized.

Concerning situation theory we can model a variety of different phenomena.
Clearly, situation theory based on non-well-founded set theory is the most
flexible theory for modeling circularity. The classical pathological sentences
in natural language can be adequately represented in situation theory. Fur-
thermore, in situation theory, it is possible to represent different perspectives
as, for example, the global perspective versus the narrow perspective (as was
described in Subsection 15.3.1). The high flexibility of situation theory is the
reason for the ability to analyze further circular phenomena as the modeling
of common ground and private knowledge.'® Here, the important insight is to
use propositions as bearers of truth. In total, one can state that the situation

12¢f. Section 6.1 for further information concerning that property of Kripke’s account.
13Compare Subsection 15.3.2 for further information.
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theoretic account is a very flexible one for modeling circularity. Problematic
in this framework is the lack of an appropriate model for the overall theory.
Concerning axiomatizations of the frameworks, we can state that all examined
theories do have axiomatizations, although sometimes only as a second-order
version.

The following table summarizes the results we mentioned and examined so
far. It is clear that this table is not considered to be complete in any sense.
Only some of the most important differences between the frameworks are
mentioned without going into all details. We restrict our attention to the most
important properties.

Kripke | Gupta-Belnap systems | Situation Theory
Truth circle * not in standard theory *
Strengthened Liar * *
Tautologies * *
Gupta puzzle * (*)
Modified G. puzzle not in standard theory (*)
CG vs. PK *
Theory of propositions *
Existence of Model * *
Ex. of Axiomatization * *

Remark 16.1.4 (i) In the above table, CG vs. PK represent the difference
between common ground and private knowledge.

(ii) Clearly, even in situation theory there are different possibilities of formu-
lating the theory. One can examine weaker and stronger versions of situation
theory. For example, the Gupta puzzle cannot be represented in standard
situation theory developed in [BarEt87], because complex infons are needed
and the concept of truth in a model needs to be adjusted for this example.
That is the reason why we used brackets in the corresponding columns. In
principle, the situation theoretic account is very flexible, but one has to develop
refinements and modifications in order to apply it to particular phenomena.

(iii) We need to mention a further point. Clearly, there is the possibility ex-
tending revision theories to theories that can deal with propositions. Nowhere
in the literature was an endeavor to develop such an extension. Hence, it
seems to be the case that an introduction of contextual facts would require
modifications in formulation of the semantical systems: there is no longer a
fixed model that can count as the basis of every evaluation. These potential
modifications need to be spelled out.
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(iv) The problem of finding a model for situation theory is a severe problem
for situation theory. Unfortunately, all attempts to find such a model failed.
Although the lack of a model of the overall theory is not an final argument
against the possibility of applications of situation theory, for a theory of circu-
larity it seems to be necessary to require such a model. Here are desiderata
that need to be fixed.

As a matter of fact, it can easily be seen that the considered theories
are quite different concerning their empirical properties and their behavior
in applications. The most flexible theory is obviously situation theory.
Revision theories were developed in order to provide a theory of truth
and not to develop a general account of circularity.'* So, it is not surprising
that they do not include a theory of propositions and knowledge representation.

In the last section, we mention some possible directions for further research
and alternative accounts for a theory of circularity. We think that no end has
been reached in the endeavor to model circularity. The next section is the
attempt to give some ideas of possible future research.

16.2 Open Ends

Although we introduced the most important and most discussed frameworks
for circularity, it is clear that there are

(a) other theories as well and
(b) there is a deeper context in which one can summarize the accounts.

We will give more explanations with respect to (b) here. First, we will formulate
open questions concerning the developed theories in this work. Second, we
will summarize some basic ideas of the so-called channel theory, an information
theoretic account in order to model quite different kinds of reasoning. Third, we
will discuss whether there are alternatives of the discussed frameworks. Finally,
we need to ask again the question that was already formulated in Chapter 2:
What is circularity?

16.2.1 Open Problems

We mention some open problems in this subsection that are connected with
the frameworks developed so far. We do not discuss possible ways to reach a
solution of the considered phenomena. This subsection attempts to give a list
of open problems.

“The last Chapter in [GuBe93] can be read that revision theories should also provide a
framework that can be applied to many different kinds of circularity. Even if this is correct,
the theory was primarily developed in order to give an account for a theory of truth.
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We begin with a problem that is connected with Part II of this work. The
described problem has to do with the question of finding fixed points of opera-
tors that are defined on partially ordered sets.

Problem 16.2.1 AssumeI': D — D is a functor defined on a CCPO (D, <).
Give necessary and sufficient conditions for I', such that I' has fized points.

There already exists a characterization for the question described in Prob-
lem 16.2.1, proven by the author in an unpublished manuscript. Unfortunately,
this characterization is not very informative for applications we have in mind.
The characterization mentioned can be given in terms of sub-CCPOs of the
given CCPO (D, <). But this is not general enough in order to decide whether
a given operator has fixed points or not. A very similar result was proven
by Jose Martinez Fernandez using the theory of clones of functions.'® It is
not clear to the author whether the result of Martinez guarantees a compact
representation of sufficient and necessary conditions of an operator in order to
have fixed points. Recently, Martinez Fernandez is working on an extension of
his result to predicate logic.

A natural question arises in the context of revision theories: Is it possible
to develop a coalgebraic treatment of the revision theoretic account? Here, the
problem is to introduce ordinal numbers to the theory of coalgebras in order to
define the length of revision sequences.

Problem 16.2.2 Can the semantical systems S* and S¥ precisely be repre-
sented in a coalgebraic framework?

If the length of revision sequences is ignored, it is relatively easy to
reformulate revision theories in coalgebraic terms. But to specify an ordinal
number « for an a-reflexive hypothesis cannot be achieved without explicitly
introducing ordinal numbers.

A possible extension of revision theories is the introduction of second-order
quantifications. This means that in a (possibly circular) definition it is not only
allowed to quantify over individual variables but also over relation and function
variables. What relations can be defined in such a theory? Furthermore, which
complexity does the resulting system have?

Problem 16.2.3 Determine the properties of revision theoretic systems in
which second order quantifications are allowed.

If we take into account that the semantical systems S* and S# have
complexity I13 although only first-order quantifications are allowed in circular
definitions, it seems to be likely that in second-order versions the complexity
of the resulting systems should be higher than the complexity of the original
definitions.

15Cf. [Ma99)].
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Another question concerning revision theories concerns alternative seman-
tical systems in which an evaluation of revision sequences can be achieved. In
particular, it would be interesting if one could find a semantical system that has
less complexity than S# and S*, but furthermore shows appropriate properties
with respect to the modeling of the truth predicate.

Problem 16.2.4 Find alternative semantical systems to the systems S#, S*,
and S,,.

We come to the theory of non-well-founded sets. We saw in Chapter 15 that
the theory of hypersets can be developed completely in a coalgebraic framework.
Although the theory of coalgebras is well-examined to a certain extent, from an
abstract perspective, there is no complexity theory of coalgebras. Intuitively,
what needs to be done is a characterization of unfolded structures of coalge-
braically defined structures. We already saw in Fact 14.1.1 how we can unfold
systems of equations in order to apply the flat anti-foundation axiom. For arbi-
trary structures something quite similar to the Flattening Lemma is needed, in
order to develop a theory of complexity. The following Problem describes this
precisely.

Problem 16.2.5 Develop a complexity theory for the theory of coalgebras.

An appropriate complexity theory of coalgebras should classify different
collections of coalgebraic structures into complexity classes. The easiest way
to achieve this would probably be first, a transformation of the coalgebraic
structures into infinite algebraic structures and second, a classification of these
unfolded structures.

At this point, we end our list of open problems concerning the considered
formal frameworks for circularity. Clearly, it is not intended to give a complete
list of open problems concerning the examined frameworks. Only some of the
most important ones are mentioned. The next subsection deals with possible
alternatives to the frameworks presented in this work.

16.2.2 Are there Alternatives?

In this subsection, we consider alternatives to the examined frameworks.
Clearly, there are alternatives if one takes the enormous amount of works and
papers into account that deals directly or indirectly with circularity. If one
checks the literature concerning paradoxes in natural language one can find a
variety of alternative accounts.'® We think that the frameworks described in
this work are the most promising ones. Additionally, they give an idea of the
features of the underlying theories (concerning logic, set theory, semantics, syn-
tax etc.) that can be modified in order to get an appropriate theory. One of
the central claims of this work is that an appropriate theory cannot be classical

6 Compare [Ya93, Ya85, Si93], but also from a computer science perspective the book [Tu90],
only to mention some of them.
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in all respects. In a certain sense that is more or less already a consequence of
Tarski’s theorem.

Clearly, there are alternatives. Consider the table in Subsection 16.1.2.
One can change all non-empty subsets of parameters in order to find a possible
framework for circularity. Take the five parameters logic, syntax, semantics,
definition theory, and set theory. Then, we have 2° — 1 = 31 possibilities to
change possible parameters. And these are only the general ideas. Some theories
may look quite different in their formulation although they may change precisely
the same parameters. Hence, there are many possible alternatives.

What can be said about such alternatives? It is problematic to say some-
thing definitely about a potential theory that is not developed yet. Clearly,
from an abstract point of view, all the alternatives must count as equal. From
a more applied point of view, it is clear that there are strong intuitions behind
each particular theory. For example, Kripke’s account is inspired by the idea
that there are sentences that are neither true nor false (namely the pathological
ones). Situation theory is motivated by the idea that one needs a representation
of propositions that contain themselves. And revision theories are inspired by
the idea that circular definitions should explicitly be allowed. Therefore, for all
these accounts there are relatively strong intuitions for or against a particular
change in the classical theory. Hence, not all possible alternatives are equally
justified from a practical perspective.

Because of the fact that we want to model real-world phenomena, one
cannot ignore the motivating intuitions behind the formal representation.
Therefore, it seems to be important to give at least some ideas concerning
the different possibilities for modifications in a formal representation. The
famous proponent for a change in the syntax in order to model circular
sentences was Tarski.!” In Tarski’s account, pathological sentences are merely
blocked in the object language, not modeled in a practically reliable way. The
examined frameworks in this work are examples in which logical, semantical,
definitional, and/or set theoretical parameters are changed. Clearly, the most
fundamental change is the modification of the parameter set theory, because
the mathematical objects themselves are modified. Logical adjustments are
not as fundamental, because the mathematical entities we are speaking about
remain the same. Additionally, logical pluralism and the usage of many
different logics is quite common in many applications besides theories for
circularity. Changing the semantics (hence the model theory) of a theory
is on the other hand a relatively strong modification, because the usage of
non-classical model theory is not very common. That is probably one of the
reasons why revision theories are intuitively hard to handle if one considers
the technical side of the relatively clear general idea.

We can conclude that there are technically a lot of possible alternatives. The
intuitive plausibility and motivation of the described frameworks are definitely
an advantage of the theories we considered in Parts II, III, and TV. Apart
from technical details and parameters one can establish in the formulation of a

"n fact, Tarski tried to give a consistent theory of truth.
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theory, the presented theories can count as the most important ones.

In the next subsection, we will consider (on a very informal level) channel
theory as a possible further framework. We cannot introduce channel theory in
length, because that would go far beyond the scope of this work.

16.2.3 Channel Theory

The paradigmatic theory for a flexible framework in order to represent various
kinds of reasoning is the so-called channel theory.'® Channel theory was devel-
oped in order to formulate a general theory of information transfer. Although
the motivation for channel theory goes back to problems in situation theory
and situation theory struggled with the modeling of circular propositions quite
early in its history, circularity did not play any role in the development of that
theory. The original motivation was to model constrains in natural language,
like the constraint that kissing someone implies in one or the other way to touch
someone (to mention one of the most prominent examples in [BarPe83]). Be-
cause classical logic is not an appropriate framework for these constraints, the
developers of channel theory were looking for a more liberal theory.

We will not develop the theory in this subsection. That would go far behind
the limits of what such a work can achieve. The attempt is to give an idea of the
basic concepts used in channel theory and to specify the theory’s main purpose.
The basic idea on which channel theory is based is the type-token distinction.
In channel theory, every token (of the real world or of the abstract world) is of
a certain type. In a certain sense, the world can only be described if a certain
conceptualization is already given. The interesting feature concerning channel
theory is the fact that a dynamics in the change of certain conceptualizations
is implemented on a very elementary level. The concept of an infomorphism
guarantees that a dynamic change from a given categorization of tokens to
another one can easily be described. We specify this in the following definition.

Definition 16.2.6 (i) A classification A = (tok(A),typ(A),[EA) is a triple,
such that tok(A) and typ(A) are sets and = C tok(A) x typ(A). We call
tok(A) the tokens of A and typ(A) the types of A. The expression a Ea «
denotes that a is of type a.

(i) Assume two classifications A and B are given. An infomorphism
=" 1Y) is a pair of total functions, such that (a) and (b) holds:

(a) " typ(A) — typ(B) and fV : tok(B) — tok(A).
(b) Vb € tok(B)Va € typ(A) : b =g [ () «—— fY(b) Ea «a.

The important idea of Definition 16.2.6(ii) is that infomorphisms offer a
possibility to move from one classification A to another classification B (and
vice versa). For example, if we have two classifications that describe one and the
same phenomenon in two different ways (relative to given information theoretic

18[BarSel97] is the standard reference for this theory.
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background), then we can move from the information coded in one classification
to the information coded in the other classification.

How can the implemented dynamics of channel theory be used in order to
represent circularity? We only give a rough idea of how this could be achieved.
Notice that classifications can be interpreted as concepts that represent the
information theoretic background. For example, a certain proposition 3 can be
of type True. Given two different classifications A and B it should be possible
- although this is not spelled out - to represent the dynamics of the reasoning
about Liar-like propositions, namely the switching of the truth values that
are assigned to the propositions. A modeling where we prefer not to evaluate
Liar-like propositions is also possible. In this case, certain tokens § are neither
of type T'rue nor of type False.

What can be said about other phenomena of circularity? At least a broad
number of such phenomena could be modeled using channel theory. The prob-
lem is more or less the precise specification of the modeling. To spell out a
certain application in terms of channel theory precisely, can be a rather compli-
cated matter.!” The reason for this is the explosion of notational complexity,
if one introduces more concepts in channel theory, as for example channels,
distributed systems, theories, and (local) logics. Clearly, the complexity of
notation increases quite often when one tries to develop better and more ap-
propriate models than alternative theories are able to offer. Therefore, it seems
that this is the price we have to pay for further frameworks of circularity.

The described ideas are rather simple. Channel theory should be able to
represent more than this. Because we are free to define information channels
and logics on classifications, we can develop a variety of additional constraints
on top of the dynamics of the classifications. For example, one could think of
establishing a constraint that guarantees that logical tautologies are preserved.
Notice that this does not necessarily block the representation of the flip-flop
behavior of Liar-like sentences, because in channel theory, one can model a
multi-level approach. In a certain sense, it should be possible to represent the
global perspective (every Liar-like sentence is false and logical tautologies are
true) as well as the local perspective (Liar-like sentences show a constantly
non-stable behavior) in one framework.

The intuitively plausible idea to introduce the dynamics on a very ele-
mentary level seems to be a reason to make an attempt in this direction for
future research. Much should be said about possible problems concerning no-
tational complexity. Clearly, a solution for this problem is non-trivial. We will
not deepen this idea here but rather leave space for further research in this area.

Our last subsection deals with the problem from the beginning: What is cir-
cularity? After studying different frameworks for circularity, we discuss whether
we can reach a certain approximation of this problem.

Y Compare examples in [BarSel97] to get a flavor of the involved complexity.
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16.2.4 What is Circularity?

The more philosophical question remains to be reconsidered: What s circular-
ity? In Section 2.6, we gave an approximation of the concept of circularity in
terms of non-well-foundedness. We claimed that an entity is circular if and only
if there are aspects of this entity that are non-well-founded. Furthermore, our
conjecture was that a circular entity is pathological if it does not allow an appro-
priate well-founded representation. Notice that a concept like self-referentiality
plays no role in these claims.?? In order to explain circularity, we go back to a
relatively clear notion. The definition using non-well-foundedness has a further
advantage. A non-well-founded structure can be considered as mathematically
well-defined and intuitively clear, whereas self-referentiality is mathematically
less clear.

Does the above definition give us a tool in order to get a clearer picture of
a structured discussion about circularity? We claim that this is in fact true.
The reason for this is not only that we have an appropriate conceptualization
at hand, but moreover that we have an appropriate mathematical model for
non-well-founded phenomena as well. Notice that the paradigmatic mathe-
matical model behind a non-well-founded definition is a coinductive definition,
namely a definition that is category theoretically the dual of an inductive
definition. Not the step-by-step creation of an object is the idea behind a
coinductive definition, but merely a destruction (or breakdown) of a structure
in its parts, where circles are explicitly allowed. To have a mathematical
model at hand is a great advantage, because one can get a precise analysis of
a phenomenon and a possibility to test the analysis in applications of the theory.

A remark should be added concerning the considered frameworks. Clearly,
Kripke’s approach as well as the Gupta-Belnap systems are based on classical
algebraic theories and do not contain coalgebraic elements. Nevertheless, they
provide appropriate theories for certain circular phenomena. In particular,
Gupta-Belnap systems give a good approach towards a theory of pathological
expressions in natural languages. Is this a counterexample of our explanation?
I think it is not. The reason for this lies simply in the basic mathematical
assumptions. Clearly, we work in classical set theory (ZFC') without hypersets.
Hence, every coalgebraic account can in principle be represented using classical
mathematics. In other words, every account for modeling circularity can be
represented in an algebraic framework. The only restriction is that it can
become necessary to consider infinite (because unfolded) objects.?!  This
suffices to argue that the algebraic version of revision theories can be developed
using pure algebraic tools and methods.

Is the problem of the Liar solved? Clearly, it is not solved in the sense that
we have for every possible occurrence of circular phenomena an appropriate

29Quite often circularity is explained in terms of self-referentiality. According to our expla-
nations one can get rid of this additional concept.

2n the semantical systems S* and S#, one is forced to consider infinite objects of length
ORD.
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answer. For every particular occurrence one has to adjust the framework.
But the above question includes a problem. From a naive point of view, it
seems difficult to determine what is meant by a solution of Liar-like paradoxes.
Clearly, a paradox remains a paradox and cannot be made consistent by
a mathematical modeling.?> Hence, a solution of the Liar paradox would
mean finding a framework that can represent paradoxical expressions without
becoming paradoxical itself. The examined frameworks provide such theories
and they are (at least relatively to the consistency of ZF(C') consistent.

22Sometimes one has the feeling that precisely this is the attempt of certain authors.
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Zusammenfassung

Diese Arbeit ist in vier Teile gegliedert. Der erste Teil ist eine generelle
Finfithrung in die Themenproblematik. Dieser gliedert sich in ein Kapi-
tel, das die in der Arbeit benutzte Notation klart, in ein Kapitel, das die
paradigmatischen Beispiele zirkuldrer Phdnomene diskutiert und ein Kapi-
tel, das einen Uberblick iiber die drei verbleibende Hauptteile der Arbeit
gibt. Ein wichtiger Punkt in diesem ersten Teil ist der Versuch einer be-
grifflichen Klarung von Zirkularitdt, insbesondere im Verhéltnis zur Nicht-
Fundiertheit eines Phanomens. Diese Klarung stellt den philosophischen Kern
der primar mathematisch-formalen Arbeit dar. Im zweiten Teil dieser Dis-
sertation wird Kripke’s Fixpunktkonstruktion fiir partiell definierte Wahrheit-
spradikate diskutiert. Hierzu werden die algebraischen Grundlagen eingefiihrt
und Probleme dieser Konstruktion aufgezeigt. Die zentralen Ergebnisse
dieses zweiten Teils sind drei Charakterisierungstheoreme von Teilklassen
iiberlappender Biverbédnde und deren Anwendungen. Im dritten Teil der Dis-
sertation werden Revisionstheorien diskutiert und deren Adaquatheit beziiglich
der Reprasentation von Wahrheitspradikaten und Zirkularitat im allgemeinen
diskutiert. Hierbei kommen Untersuchungen zur Komplexitat dieser Theorien,
eine Einordnung der Revisionstheorien in einen breiteren thematischen Kon-
text, sowie deren empirische Eigenschaften ein besonderes Gewicht zu. Im
letzten Teil der Arbeit wird Zirkularitat auf der Ebene der Mengentheorie
eingefithrt und in Anwendungen beziiglich ihrer Tragfahigkeit tiberpriift. Die
zentrale Leitidee in diesem Teil ist das Konzept einer coalgebraischen Mod-
ellierung. Insbesondere die situationstheoretische Modellierung von Wahrheit
und die Représentation des Unterschieds zwischen privatem Wissen und allge-
meinem Wissen wird in das Zentrum des Interesses geriickt. Ein Vergleich der
untersuchten Ansétze wird im letzten Kapitel dieser Arbeit durchgefiihrt.
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