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Abstract
Proteins, as biological macromolecules, play an important role in biology. Being
present in the entire range of organisms, they differ in shape, size, functionality and
stability. Changes in the behavior of the protein can lead to serious disorders in the
organism. Since a large fraction of proteins in vivo is either entirely surrounded by
solution molecules or partly in contact with an aqueous environment, it is of great
interest to study the properties of proteins in solution. For biological processes,
e. g. enzymatic catalysis, the flexibility and controlled structural change of the
protein are important to understand as well. To obtain further insights into the
protein dynamics, e. g. based on simulations, the structure of the protein must be
known. One common method to obtain high-resolution structural information of
proteins is crystallography based on diffraction patterns of protein crystals. The
bottleneck within this approach is often the production of high-quality crystals.
Insights in the crystallization pathways might resolve some of these problems.

In this thesis, the diffusive dynamics of several proteins is investigated with
quasi-elastic high resolution neutron spectroscopy. The work performed can be di-
vided into two parts. In the first part, new experimental approaches are developed
which enable to access higher energy transfers for neutron backscattering, allowing
for a separation of different internal diffusive processes. In addition, approaches
to reduce the measurement time by limiting the number of energy transfers in-
vestigated or by using advanced analysis methods were developed. This novel
framework enables to follow the diffusive kinetics of samples which changes as a
function of time.

The second part of this thesis investigates different protein systems by system-
atically changing control parameters such as temperature, protein concentration
and salt concentration. The analysis of the data collected benefits from the devel-
opment of the analysis frameworks.

First, the diffusion of proteins in biological systems is investigated by using
deuterated lysate as an external crowding agent and analyzing its influence on the
diffusive behavior of γ-globulin. Second, a crowding-induced cluster formation is
described for ovalbumin solutions. Third, the cluster formation of bovine serum al-
bumin in the presence of trivalent salts is investigated with neutron backscattering
and compared with the macroscopic phase behavior. Finally, the crystallization of
β-lactoglobulin is investigated in the presence of ZnCl2. The crystallization process
is followed by small-angle neutron scattering, neutron backscattering and neutron
spin-echo spectroscopy. Additionally to the separation of the time-dependent in-
ternal and global self-diffusion, the fraction of proteins in the crystal can also
be extracted from the backscattering data. Spin-echo measurements allow addi-
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tionally to obtain information on the time-dependent collective diffusion of the
proteins in solution and in the crystal.

Summing up, this thesis presents several studies which investigate different pro-
tein solutions using state of the art neutron spectroscopy techniques.



Deutsche Zusammenfassung
Als biologische Makromoleküle sind Proteine von großer Bedeutung für physio-
logische Prozesse. Sie sind in Organismen allgegenwärtig und variieren in ihrer
Form, Größe und Funktionalität, sowie in ihrer Stabilität. Veränderungen der Pro-
teineigenschaften können im Organismus zu schwerwiegenden Störungen führen.
Da die meisten Proteine unter physiologischen Bedingungen entweder vollständig
gelöst oder teilweise in Kontakt mit wässrigen Lösungen vorliegen, ist die Unter-
suchung von Proteineigenschaften in Lösungen von großem Interesse. Für biolo-
gische Prozesse, wie beispielsweise enzymatische Katalysen, sind zudem das Ver-
ständnis der Proteinflexibilität, sowie kontrollierter struktureller Veränderungen
von Proteinen essentiell. Um ein tiefergehendes Verständnis der Proteindynamik
z. B. durch Simulationen zu erlangen, muss die Struktur des Proteins bekannt sein.
Eine häufig eingesetzte Methode stellt hierbei die Analyse von Diffraktionsdaten
von Proteinkristallen dar. In der Kristallographie stellt die Herstellung qualitativ
hochwertiger Kristalle jedoch häufig einen Engpass der Methode dar. Durch ein
besseres Verständnis der Kristallisationsprozesse kann dieses Problem zumindest
teilweise behoben werden.

In dieser Arbeit wird die Diffusionsdynamik unterschiedlicher Proteine mit quasi-
elastischer hochauflösender Neutronenspektroskopie untersucht. Im ersten Teil der
Arbeit werden neue experimentelle Ansätze entwickelt, mit denen höhere En-
ergieüberträge der Neutronenrückstreuung zugängig gemacht werden. Hierdurch
können verschiedene interne Diffusionsprozesse voneinander getrennt werden. Weit-
erhin erlaubt eine Beschränkung auf die Betrachtung weniger Energieüberträge,
oder die Nutzung weiterentwickelter Analysemethoden eine Reduktion der Messzeit
für einzelne Spektren, sodass zeitabhängige diffusive Eigenschaften der Proben
beobachtet werden können.

Im zweiten Teil der Arbeit werden unterschiedliche Proteinsysteme untersucht,
wobei Kontrollparameter wie Temperatur, Protein oder Salzkonzentration sys-
tematisch geändert werden. Die Analyse der Daten baut teilweise auf den oben
genannten entwickelten Auswertungsmethoden auf.

Zunächst werden die diffusiven Eigenschaften von Proteinen in biologischen Sys-
temen untersucht. Hierzu wird deuteriertes Lysat als externer makromolekularer
Crowder eingesetzt und sein Einfluss auf die Diffusion von γ-Globulin analysiert.
Die zweite Studie befasst sich mit der konzentrationsabhängigen Bildung von “pro-
tein clusters” in Ovalbumin-Lösungen. Drittens wird die durch trivalente Ionen
induzierte Bildung von Aggregaten in Rinderalbumin Lösungen mit Neutronen-
rückstreuung untersucht. Schließlich wird die Kristallisation von β-Lactoglobulin
in der Gegenwart von ZnCl2 betrachtet. Der Kristallisationsprozess wird hier-
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bei mit Neutronen-Kleinwinkelstreuung, Neutronen-Rückstreuung und Neutro-
nen-Spin-Echo-Spektroskopie quantifiziert. Neben der zeitaufgelösten Trennung
von interner und globaler Selbstdiffusion der Proteine kann gleichzeitig der Anteil
der kristallisierten Proteine aus den Rückstreudaten bestimmt werden. Die Spin-
Echo-Daten geben Aufschluss über die kollektive Diffusion der Proteine in Lösung
und im Kristall.

Zusammenfassend beschreibt diese Arbeit die Untersuchung verschiedener Pro-
teine in Lösung unter Einsatz verschiedener modernster Neutronenspektroskopie-
techniken.



Chapter 1

Introduction

Proteins play an essential role both within individual biological cells but also
in the extracellular environment within the overall organism. To understand the
complex processes of life, it is important to investigate the function and behavior of
proteins. Depending on the type of protein, they can be responsible for transport
mechanisms or structure formation, but they can also belong to signal transmission
chains or play an important role in immune responses.

As proteins fulfill different functions in the organism, malfunction, absence or
excess concentrations of single proteins can significantly impact the organism. An
example is sickle cell anemia [1], where a point mutation leads to a different struc-
ture of hemoglobin. On the one hand, this mutation induces a deformation of the
erythrocytes, changing their shape and their tendency to aggregate and therefore
leading to problems in the blood system, to infections [2] and to hypoxia [3]. On
the other hand, the modification of the erythrocytes also leads to a less harmful
disease course in the case of a malaria infection [4]. This illustrates that protein
interactions and properties and their influence within organisms can be extremely
complex. Understanding the specific interactions and linking them to the struc-
ture of the involved proteins is therefore of great interest to explore mechanisms
on a cellular and organismic level.

The eye lens cataract constitutes another example where proteins are involved
into the course of a disease. It has been shown that the formation of crystalline
clusters leads to an increased turbidity of aging eye lenses through protein cluster
formation [5]. Such protein clustering can be induced by several factors. To find
possible non-invasive therapies, or prevent such cluster formations, the interactions
between the involved proteins, the clustering kinetics as well as cluster properties
have to be studied. The specific types of clusters depend on the protein investigated
and the properties of the co-solutes.

Only few techniques are available to determine the structure of proteins with
atomic resolution. In crystallography, high quality protein crystals can be used
to determine the protein structures based on diffraction patterns. Using X-ray or
neutron scattering, where different atoms contribute to different extents to the
scattering signal, these data can be combined and full structures can be obtained.
The bottleneck of this technique is often a lack of the necessary high-quality crys-
tals. Even if crystals can be grown, their quality is not always sufficient to obtain
structures with atomic resolution. In addition, since proteins are not rigid parti-
cles, their structure in solution might differ from the one in the crystal. Therefore,
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techniques other than crystallography are also explored. For instance, in the last
few years, cryo-electron microscopy experienced a “resolution revolution”, now also
allowing for the determination of structures comparable with those obtained by
neutron and X-ray diffraction [6, 7]. The advantage of this technique is that pro-
teins, such as membrane proteins [8] or ribosomes [7, 9], do not need to be crys-
talline. In addition, a smaller amount of sample is sufficient, but homogeneous
solutions are needed for sample preparation, which implies the use of suitable
buffers. However, the analysis of cryo-electron microscopy data is still challenging
and linked to relatively expensive calculations [10]. It is therefore of interest to
study the crystallization process and to understand the underlying processes for
its control and modification.

Moreover, proteins are flexible particles, which might result in differing or
non-unique structures observed by cryo-electron microscopy or by crystallography.
Their internal flexibility might also change during the phase transition. Here, neu-
tron scattering is a valuable tool to investigate sample solutions, because it allows
to access both the global and the internal diffusive processes of the samples simul-
taneously.

In this thesis, the diffusive behavior of different proteins is investigated. By neu-
tron scattering, unique time and length scales are accessed in order to measure
protein self-dynamics. The overall aim is to understand protein assemblies in so-
lution based on their short-time self-diffusive behavior. This information about
the diffusive dynamics is crucial for the understanding of structurally changing
systems.

This chapter offers a general introduction to proteins, their dynamics and their
response to external control parameters, whereas specific introductions to the
theoretical background and to the specific systems are provided in the following
chapters.

1.1 Dynamics of Proteins
A simplifying description of proteins is that of a biological polymer composed of
amino acid building blocks. Depending on the specific interactions within their
chains, they favor specific spatial arrangements. However, if interactions between
the amino acids are rather strong, the protein adopts a well-defined structure.
Although within this structure dynamical processes are possible, its center of
mass diffusion can then be described with approaches from colloid physics.

This section describes the different diffusive time scales and is based mainly on
Refs. 11–13.

For a dilute colloidal suspension, several diffusive time-scales can be probed.
Depending on the instrumental setup, its time resolution and observation time,
different processes are investigated. A schematic drawing, representing the mean
squared displacement (MSD) of the colloids, i.e. the averaged distance the particle
has moved within time, as a function of time, is shown in Figure 1.1.
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τB τI

t

⟨∆r(t)2⟩

Figure 1.1: Diffusive mean squared displacement (MSD) ⟨∆r(t)2⟩ as a function
of time on a linear axes. Different time regions can be observed. For small times
(t < τB), the particles undergo a ballistic motion with a parabolic time dependence
(blue). For times t > τB, the MSD is governed by hydrodynamic interactions and
follows a linear time dependence (red). For times comparable to the interaction
time t ≈ τI , the time dependence of the MSD can be described by anomalous
diffusion with ⟨∆r2⟩ ∝ tα; 0 < α < 1 (black) before long-time diffusion takes
place, which can be described by a linear relationship (green).

For short times t, the colloid with a mass M , a radius R and a momentum p⃗
does not interact with other particles and the influence of the solvent is negligible.
In this limit, a colloid does not change its momentum due to collisions with the
solvent molecules. In this ballistic regime, the MSD ⟨∆r2⟩ can be written as

⟨
∆r2

⟩
=
p⃗(0)p⃗(0)

M2
t2 = v⃗(0)v⃗(0)t2. (1.1)

The time until the interactions with the solvent become relevant can be estimated
using Stokes’ friction coefficient γF

γF = 6πη0R (1.2)
t ≪ τB =M/γ, (1.3)

where η0 is the shear viscosity of the solution. For a protein such as bovine serum
albumin (BSA) with a radius R ≈ 3.6 nm, the value of τB is on the order of some
picoseconds. The corresponding time dependence of the MSD for the ballistic
motion is shown in blue in Figure 1.1.
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For longer observation times, the particles investigated interact with the solvent,
which changes their diffusive behavior. If the diffusive process is mainly dominated
by the interactions with the solvent, the MSD can be expressed as a function of
time [11] ⟨

∆r2
⟩
= Î

2

βγF
t (1.4)

with β = 1
kBT

and the unity matrix Î. Therefore, this diffusion process leads to a
linear time dependence of the MSD. It is marked in red in Figure 1.1.

This linear relation is valid until the particle diffused far enough to interact with
other colloids in the solution, i.e., until an interaction time tI . This interaction time
can be estimated based on its radius and the translational diffusion coefficient Dt

of the particles [12]

tI =
R2

Dt

. (1.5)

For a BSA solution in the dilute limit at room temperature, the order of magnitude
of τI is 100 ns. The diffusive process where only hydrodynamic forces influence
the diffusion of the colloid, i.e. for observation times τB < t ≪ τI , is denoted
short-time diffusion.

For observation times t ≈ τI , marked in black in Figure 1.1, the colloid starts to
interact with other colloids. This regime results in a time dependence which can
be generally described by a power-law dependence [13]⟨

∆r2
⟩
∝ tα; 0 < α < 1. (1.6)

For observation times longer than τI , the diffusive behavior is dominated by the
interactions with other colloid particles. Similar to the case where the diffusive
behavior is dominated by hydrodynamics, the MSD can also be described by a
linear time dependence. This so called long-time diffusion is shown in green in
Figure 1.1.

1.2 Cluster Formation
In this thesis, different proteins are investigated under various conditions, such
as changing salt concentration, protein concentration or the sample temperature.
For some cases, cluster formation plays an important role. Therefore, different
processes which might lead to formation of aggregates in solution are discussed in
this section.
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1.2.1 Crowding-Induced Cluster Formation

In cellular environments, significant volume fractions can be occupied by proteins.
For E.coli, macromolecular concentrations up to 400 mg

ml
have been estimated [14].

While, for some techniques, studies on dilute systems might be favored for several
reasons, such as sample homogeneity, focusing on specific interactions, expenses
for sample preparation or solubility issues, it is important to investigate proteins
at high volume fractions in order to mimic the biological environment.

Several enzymes have been shown to be activated under crowded conditions [15]
and it has been demonstrated that equilibrium constants defining the speed of the
enzymatic processes can change due to crowding [16].

In several protein systems, changes in the structural conformation were ob-
served when the protein concentration was increased [17, 18]. These changes in
structure might lead to a change in the overall interparticle potential. Addition-
ally, the reduced average distance between proteins decreases at higher volume
fractions and might send the system into a cluster-prone state. Since the proteins
have an inhomogeneous surface charge distribution and vary in shape and size, a
generalized theoretical description is difficult and depends strongly on the system
investigated.

In this thesis, crowding-induced cluster formation is reported in the case of
ovalbumin (OVA) (Chapter 7).

1.2.2 Cluster Formation due to Changes in Interparticle
Interactions

Apart from the crowding-induced cluster formation presented in Section 1.2.1,
clusters can be formed by changing the inter-particle interactions. The surface
charge can be changed by adding monovalent salts, screening the protein surface
charge, or by multivalent salts which can also induce a charge inversion at the
surface. Additionally, changing the pH of the solution can modify the surface
charge depending on the isoelectric point of the particles. In this section, some
theoretical descriptions as well as previous studies on this topic are summarized.

DLVO Theory

If monovalent ions are present in a protein solution, an approximate descrip-
tion of the interactions between the proteins is given by the theory developed
by Derjaguin, Landau, Verwey and Overbeek [19]. In the so-called DLVO theory,
several forces contribute to the overall inter-particle potential.

A first contribution is the repulsion induced by the charges of the colloids.
Since homogeneous samples are considered, the colloids have the same net charge.
Depending on the shape of the colloids, the interaction changes slightly [20]. The
electrostatic potential energy for two colloidal charged spheres with the charges
z1 and z2 and the identical diameters σ separated by a distance r is given by [20]

V (r) =
z1z2e

2

4πεε0r

exp(−κ(r − σ))

(1 + κσ)
(1.7)
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with the elementary charge e, the relative permittivity ε of the solvent and the
vacuum permittivity ε0. The inverse Debye length κ takes into account the influ-
ence of the ions present in the solution. Its value can be calculated by summing
up the contributions of the different ions j present in the solution [21]:

κ =

√
e2

kbTεε0

∑
j

zjcj. (1.8)

While Equation 1.8 considers the different valencies zj of the ions in solution,
it should be mentioned that the model does not take into account ion-induced
bridging effects, which can appear if multivalent ions are present in solution [22].

As a second contribution, the van der Waals forces contribute to the overall
interaction potential. The mathematical description of this contribution is shape-
dependent as well [20]. For two identical spheres, the expression can be written
as

VvdW (r) = −AH

12

[
σ2

r2
+

σ2

r2 − σ2
− 2 log

(
r2 − σ2

r2

)]
(1.9)

AH =
3

4
kbT

(
ε1 − ε2
ε1 + ε2

)2

+
3I

16
√
2

(n2
1 − n2

2)
2

(n2
1 + n2

2)
3/2

(1.10)

with the Hamaker constant AH , the ionization potential I and the static dielectric
constants εi and refractive indices ni with i = 1, 2 representing the colloids and
the solvent, respectively [20].

A schematic view of the interaction energy as a function of the particle dis-
tance of these two first contributions is given in Figure 1.2 for different surface
charges and different Debye lengths. For increasing κ (or for a decreasing surface
charge), e.g. due to increasing salt concentrations in the solution, the energy
barrier decreases and a secondary minimum appears. The occurrence of this mini-
mum, marked by points in corresponding curves (cyan and green) in Figure 1.2, is
possible due to the different particle distance dependencies of the forces involved.
If κ increases further (or the surface charge is reduced even more), the energy
barrier vanishes and the potential becomes attractive for all particle distances.

As a last contribution, the DLVO theory also considers the hard-sphere re-
pulsion. This contribution implies that two proteins cannot overlap. The corre-
sponding potential is therefore infinite for interparticle distances smaller than the
particle diameter.

Since the DLVO theory uses bulk properties of the solvent, it is no longer valid
for particle distances close to the particle diameter. In this case, surface effects
have to be taken into account.

In this section, the influence of salt ions on the interparticle potential was intro-
duced. The screening effects as well as the influence of surface charge on the overall
potential were discussed. In the case of multivalent ions, this description is limited
to the case where the ions do not directly interact with the colloids. In case the
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Figure 1.2: Schematic representation of the interaction energy as a function of
the particle distance. The dotted and dashed lines represent the van der Waals
attraction and double layer repulsion, respectively. Colored lines represent the dis-
tance dependence described by DLVO theory for increasing inverse Debye length κ
or decreasing surface charge, as indicated by the arrows. Figure reproduced based
on Ref. 20 using Equations 1.7 and 1.9.

ions bind to the surface, the surface charge is modified which might change the
behavior of the system. These effects will be discussed in the next section.

Protein Solutions with Multivalent Ions

Several negatively charged proteins in aqueous solutions have recently been inves-
tigated in combination with several multivalent salts. The overall phase diagram
(shown in Figure 1.3) is similar for the different systems.

At a constant temperature, the phase diagram shows that the protein solution
is in a homogeneous and clear phase (Regime I) if the salt concentration cs is
below a certain critical concentration c∗.

If this critical salt concentration is crossed, the solution enters into Regime II,
where protein clusters reach a size comparable to the wavelengths of visible light,
which make the samples appear turbid. Under suitable conditions, the samples can
undergo a liquid-liquid phase separation (LLPS). If the salt concentration is fur-
ther increased, a second threshold c∗∗ is crossed. Samples prepared in this regime
(Regime III) appear clear again. With increasing multivalent salt concentration,
a reentrant behavior can therefore be observed in BSA solutions.

The influence of different salts on the phase diagram has been investigated in
several studies. In 2008, Zhang et al. reported the observation of the reentrant
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Figure 1.3: Schematic isothermal phase diagram of negatively charged proteins
with a protein concentration cp in multivalent salt solutions with a salt concen-
tration cs. If a sample is prepared in the LLPS region, the sample phase-separates
into a protein rich and protein poor phase as indicated by the arrows. Figure
reproduced and modified from Ref. 23.

phase diagram for BSA solutions with YCl3 [22]. The study was expanded later
to several proteins (BSA, human serum albumin (HSA), OVA, β-lactoglobulin
(BLG), lysozyme) in the presence of several salts (YCl3, LaCl3, FeCl3, AlCl3,
SpeCl4)[24]. No reentrant behavior could be observed when lysozyme was used
as protein with the salts mentioned. Also, SpeCl4 did not induce macroscopically
visible phase-separations for all investigated proteins. These two cases point out
the high specificity of the investigated systems.

Fries et al. [25] observed the absorption of BSA in the presence of YCl3 on sur-
faces in contact with the solution. The observed protein absorption as a function of
salt concentration agrees well with classical density functional theory calculations
with inhomogeneous density profiles.

Braun et al. investigated the influence of different anions on the phase dia-
gram [26] at room temperature. It was shown that different anions can significantly
change the second salt concentration threshold c∗∗. Additionally, the reduced sec-
ond virial coefficient was obtained by small angle X-ray scattering (SAXS).

Matsarskaia et al. [27] focused on the influence of different cations (HoCl3,
LaCl3, YCl3) on BSA solutions and showed systematic differences between the
different salts investigated in the second virial coefficient based on SAXS data.
Furthermore, the temperature-dependent point of zero charge was obtained via
ζ potential measurements.

Schubert et al. [28] investigated aqueous solutions of protein-coated (BSA)
gold nanoparticles in the presence of several multivalent ions with ζ potential,



13

ultraviolet - visible (UV-Vis) spectrophotometry measurements and transmission
electron microscopy. In their study, the authors concluded that mainly the hy-
droxides rather than of hydrolyzed ions bind to the protein surface and therefore
induce the surface charge inversion.

Soraruf et al. [23] and Beck [29] investigated the long-time collective diffu-
sion with dynamic light scattering (DLS), approaching the first threshold concen-
tration c∗ at constant temperatures for aqueous BSA and HSA solutions with
YCl3, respectively. For both systems, two different contributions were identi-
fied in the autocorrelation function. They represent the diffusion of clusters and
monomers in the solution, respectively. In both cases, the diffusion coefficient
of the monomers as well as that of the clusters decreased while approaching
Regime II. Pandit et al.[30] observed a similar trend for effective diffusion coeffi-
cients, obtained from one single exponential decaying function averaging over the
different contributions for BSA-YCl3 and BSA-LaCl3 solutions. Within Regime II,
they observed a minimum in the diffusion coefficient followed by an increase with
increasing cs entering into Regime III. Using time resolved photoluminescence,
they observed systematic differences in the decay time of BSA for the different
salts. It should be mentioned that the experimental set-ups as well as the analysis
framework used for the DLS measurements by Pandit et al. [30] differs from the
one used by Soraruf et al. [23] and Beck [29]. While the overall dependence on
the salt concentration is consistent within the different studies [27, 30, 31], the
dependence on the salt might be influenced by the batch variations or different fit
models.

Braun et al. [32] investigated the isotope influence of the solvent with SAXS.
The overall phase diagram as well as the second virial coefficients show systematic
changes as a function of the D2O fraction in the solvent. Thus, it has to be kept in
mind that absolute values obtained from neutron backscattering (NBS) measured
in D2O might deviate from values obtained by techniques measuring in H2O.

Previous studies by Grimaldo et al. [33] addressed the short-time self-diffusion
of BSA at constant temperature with YCl3 in D2O approaching c∗ at different
fixed protein concentrations. A master curve, describing the universal slowing
down of the normalized apparent diffusion coefficient, was observed as a function
of salt ions per protein. By using the Flory-Stockmeyer theory to describe the
cluster size distribution, a binding probability as a function of cations per protein
was obtained.

In Chapter 8, the methods presented by Grimaldo et al. [33], Matsarskaia et al.
[34] and Roosen-Runge et al. [35] are combined to analyze the temperature depen-
dence of the master-curves obtained from different NBS spectra measured at the
backscattering silicon spectrometer (BASIS), Oak Ridge, USA, on BSA solutions
with YCl3 and LaCl3 in D2O at different temperatures. Similar to the studies in-
vestigating the influences of the salt on the macroscopic phase diagram [26, 27, 36],
also these quasi-elastic neutron scattering (QENS) studies, investigating the short-
time microscopic level, point out consistent salt-dependent differences in the dif-
fusion, allowing to link these microscopic results to the macroscopic ones.
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phase. Key ingredients to rationalize the different types of 
phase behavior are the range Δ of interaction potential, U(r) 
(f gure 2(a)) relative to the size of the particles (σ in diameter)
and its depth. A short-ranged attraction (normally Δ �0.25σ)
can lead to a liquid-liquid phase separation (LLPS) which is 
metastable with respect to the crystalline phase [1, 14, 41]. In 
protein solutions, the LLPS may be interrupted by the slow 
dynamics approaching the glass line, resulting in an arrested
state with apercolating gel network [38, 42–45]. These exper-
imental observations are further supported by theory [5, 46,
47] and simulations [48–54].

2.2. Effect of metastable LLPS on crystallization: progress in 
theory and computer simulations

For systems exhibiting a metastable LLPS, a two-step mech-
anism of crystal nucleation has been discussed. The pioneering 
work by ten Wolde and Frenkel in 1997 [48] inspired research 
in theory, simulation and experiment on the nucleation path-
ways and a new understanding of Ostwald’s step rule [55]. 
Using a model for globular proteins with short-range attractive 
interactions, their Monte Carlo simulations of homogeneous 
crystal nucleation suggested that the presence of a metastable 
f uid-f uid critical point drastically changes the pathway of 
nucleation. Close to the critical point, the free-energy bar-
rier is strongly reduced and the nucleation rate increases by
many orders of magnitude. Furthermore, the energy landscape 

indicates that order parameters (density and structure) may 
develop separately, leading to a two-step nucleation pathway.

Further theoretical studies using a parameterized van der
Waals-type model of globular proteins conf rmed that surface 
wettingdid indeed lower the free energy of crystal nuclei [56–
58]. Talanquer and Oxtoby applied density functional theory 
(DFT) to study the nucleation process in the presence of a 
metastable critical point. They developed a phenomenologi-
cal model for f uids with short-range interactions which was 
used to study the effects of density f uctuations at the critical 
point on the structure of the nucleus and the energy barrier. 
Their results suggest that the nature of crystal nucleation near 
the metastable critical point isdramatically changed, with sev-
eral orders of magnitude higher nucleation rates. This model 
has been further investigated numerically by Shiryayev and 
Gunton [57]. Their results suggest that CNT is not valid not 
only in the vicinity of the metastable critical point but also 
close to the liquidus line. These results are in good agreement 
with the study by ten Wolde and Frenkel [48]. Lutsko and 
Nicolis applied classical DFT calculations to the free-energy 
landscape for f uids below the triple point as a function of den-
sity and crystallinity [59, 60]. Their results indicate that the 
existence of a metastable dense f uid is energetically favored 
for globular proteins modeled with a Lennard–Jones interac-
tion, which is consistentwith the Ostwald rule of stages [55]. 
Furthermore, their calculations suggest that a similar advan-
tage exists for f uids of small molecules, thus indicating that 
this mechanism may underlie most crystallization processes 
[59, 60]. This two-step nucleation mechanism has been fur-
ther discussed as a more general process [24, 41, 61–70] and
extended to systems beyond colloid and protein systems with 
short-range attractions [71, 72]. These theoretical and simula-
tion studies provide a consistent microscopic view of crystal 
nucleation with a metastable intermediate phase.

In terms of protein crystallization, the existence of a 
metastable LLPS below the solubility line provides an ideal 
condition for the formation of MIPs. According to the theo-
ries and simulations discussed above, different pathways of
two-step nucleation associated with LLPS (Paths 1–3) can be 
identif ed in f gure 3. Path 1 represents the region near the 
critical point of LLPS where density f uctuations lead to two-
step nucleation as initially proposed by ten Wolde [48]. Path 

Figure 1. Free energy landscape of a f rst-order phase transition. (a) Classical view of one-step nucleation and (b) nonclassical nucleation 
pathways with an intermediate phase corresponding to the additional free energy minima (ΔGMIP) in the landscape [14]. (c) A funnel-
shaped energy landscape may correspond to the ordering process of multiple order parameters ina complex system [15].

Figure 2. Typical interaction potential in colloid and protein 
systems. The short-range nature of the attraction leads to a 
metastable LLPS inthe phase diagram (right). Below the glass line 
(dashed line) the extremely slow dynamics results in an arrested 
state.

J . Phys.: Condens. Matter 29 (2017) 443002

Figure 1.4: Energy landscapes for different crystallization pathways. a) Energy
landscape for a classical nucleation. b) Energy landscape for non-classical crys-
tallization. In the lower case, the intermediate phase is preferred to the parent
solution. Figure taken from Ref. [37].

1.3 Crystallization
Under certain conditions, colloidal suspensions can form crystals. Various crystal-
lization pathways have been proposed theoretically and observed experimentally
for different systems. Obtaining high-quality crystals can help to determine the
crystal structure by diffraction. Knowledge of the structure, in turn, can be crucial
for the understanding of particle interactions.

In this section, some general theoretical approaches describing crystallization are
reviewed. It is mainly based on the reviews by Zhang [37] and Karthika et al. [38].

The formation of crystals from supersaturated solution indicates that the sample
has a free energy landscape with a local minimum representing the solution and
a (global) minimum representing the crystalline state (Figure 1.4). These two
minima are separated by an energy barrier (Figure 1.4a). If other local minima
exist between the two mentioned minima, crystallization might take place passing
through these different minima, which leads to intermediate phases (Figure 1.4b).
In the latter case, the pathway is called non-classical.

To form larger assemblies of particles in a solution, the effective energy between
the particles has to be attractive. However, the effective interaction between par-
ticles, which can be quantified using the reduced second virial coefficient, must
not be too strong since this leads to aggregation, and a crystallization-prone ori-
entation of the particles cannot take place.

In the case of negatively charged proteins in the presence of multivalent salts
(schematic phase diagram shown in Figure 1.3), crystallization can be triggered if
the protein and salt concentration as well as the temperature are well chosen. At
a fixed protein concentration and at a low salt concentration the reduced second
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Figure 1.5: Schematic representation of the reduced second virial coefficient of
protein solutions as a function of multivalent ions per protein. Areas which favor
crystallization are highlighted in green. Above the coordinate, the different regimes
of the phase diagram (Figure 1.3) are displayed with roman numbers. Figure based
on Refs. 34, 37.

virial coefficient has positive or slightly negative values in Regime I, representing
an overall repulsion of the particles (Figure 1.5). With increasing salt concentra-
tion, the electrostatic repulsion decreases and the charge inversion leads to an
increasing attraction, which is represented by negative values of the second virial
coefficient. With increasing salt concentration, the attraction favors the crystal-
lization process up to a value where the proteins attract each other strongly,
resulting in the formation of large, long-living clusters (Regime II). With even
higher salt concentration, another concentration range can be found, in which the
charges are balanced in such a way that the proteins form crystals. At very high
salt concentrations, the overall charge of the protein is inverted. In this case, the
solution mainly contains monomeric proteins and only small clusters, which re-
sults in a macroscopically clear solution (Regime III). The proteins still observe a
slight attractive potential.

In the following, some general concepts are introduced to describe crystalliza-
tion.

1.3.1 Classical Nucleation Theory

The classical nucleation theory, based on the framework presented by Gibbs in
1906 [39], describes the formation of crystals as a transition from a liquid to a
solid state based on the surface energy and the chemical potential of the particles
in solution and in the crystal. While the volume term ∆Gvol, containing the super-
saturation ratio S of the chemical potentials, favors the formation of particles, the
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Figure 1.6: Free energy as a function of particle radius based on the classical
nucleation theory. The surface contribution (Equation 1.11), the volume contri-
bution (Equation 1.12) and the total free energy (Equation 1.13), are displayed
as green, blue and red curves, respectively. Figure reproduced from Ref. 38 based
on Equations 1.11-1.13.

surface term ∆Gsurf favors their dissolution.
The total free energy ∆G can be expressed by a sum of these two terms [38]:

∆Gsurf = 4πr2σ (1.11)

∆Gvol = −4πr3

3ν
kBT ln(S) (1.12)

∆G = ∆Gvol +∆Gsurf (1.13)

with the specific surface energy σ and the volume of a single molecule ν. The
different contributions are displayed in Figure 1.6. The free energy has an energy
barrier with the maximum value

∆G∗ =
16πσ3ν2

3k2BT
2 ln(S)2

(1.14)

at the critical radius r∗ = 2σ/(kBT ln(S)). Once a particle passes this critical
radius, the formation of the crystal is energetically favorable. If the radius of the
particle is smaller, the dissolution is energetically favored. Thermal or density
fluctuations or other perturbations are therefore necessary to induce crystalliza-
tion. Classical nucleation theory describes the crystallization process based on the
particle radius as the only reaction coordinate from supersaturated solutions.

It should be mentioned that the classical nucleation theory neglects several
aspects. For instance, the surface free energy is assumed to be independent of
the size of the particles and the growing crystal is assumed to be spherical. In
addition, no specific interactions are taken into account.

A crystallization process, which might be described by classical nucleation, is
presented in Chapter 9. Using QENS, the short-time self- and collective diffusion
are investigated with NBS and neutron spin echo (NSE), respectively, during the
crystallization process.
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Figure 1.7: Schematic representation of different non-classical crystallization pro-
cesses. a) Crystals can grow from the liquid and clusters serve as protein reservoirs.
b) From the liquid, aggregates form, which act as precursors for the crystals. Fig-
ure taken from Ref. 41.

1.3.2 Non-Classical Crystallization

Besides the framework outlined in the previous section, describing the crystalliza-
tion process only as a function of the radius of the particle in solution, different
intermediate steps can occur if the free energy landscape characterizing the sys-
tem contains minima besides the ones representing the solution and crystalline
state. These intermediate states might be e.g. clusters or the separated phases
of an LLPS. In the case of forming clusters or aggregates (represented by the
upper energy landscape of Figure 1.4b)[40], they might either serve as reservoirs
for the crystal and redissolve during the crystallization process or they might be
precursors. In the latter case, the aggregates can serve as nuclei and the different
proteins might reorganize into the correct position. A schematic representation of
different crystallization processes is shown in Figure 1.7.
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LLPS might also promote crystallization given the higher concentration within
the dense phase (lower curve in Figure 1.4b). In this case, crystals can grow either
at the interface between the two different phases, which might be a nucleation
point, or they might grow within one of the two phases.

In Appendix A, non-classical crystallizing processes are investigated with NBS.
The sample shows a significant part of non-diffusing particles at the very beginning
of the process, which decreases as a function of time and increases again later with
growing crystals. The presence of non-diffusing particles in the beginning of the
crystallization process might be explained by relatively large aggregates in the
sample investigated.



Chapter 2

Scattering Theory

The aim of this chapter is to provide a short introduction to scattering theory.
The main equations relevant for the scattering techniques used within this thesis
are derived to provide a theoretical background. For more detailed explanations,
literature e.g. by Bée [42], Lovesey [43], Squires [44], Fitter [45], Lindner [46] or
Schober [47] can be consulted.

The chapter starts with a general overview of the scattering geometry (Sec-
tion 2.1). Section 2.2 provides information on the neutron as a probe used to
study the samples, with a focus on its properties and its interaction with matter,
offering unique possibilities to study the samples in different ways. Section 2.3
and Section 2.4 derive expressions for the elastic and inelastic scattering, respec-
tively. In Section 2.5, the theoretical background for the description of the elastic
incoherent structure factor (EISF) is provided.

In Section 2.6, different types of diffusion and the corresponding expressions for
the scattering functions are explained. Finally, Section 2.7 describes the different
contributions to the scattering function and how they can be separated.

2.1 The Scattering Geometry
This section is mainly based on Refs. 43 and 44.

Given the wave-particle duality, the kinetic energy E of a neutron can either be
described as a particle by its mass m and its momentum h̄k⃗ or as a wave with a
wavelength λ:

E =
h̄2k2

2m
=

h2

2mλ2
(2.1)

with the reduced Planck constant h̄ = h
2π

= 6.582119569µeVns. If the neutron
energy is characterized before and after the scattering process, it is possible to use
its initial energy (Ei) and final energy (Ef ) to calculate the energy transfer h̄ω
which took place during the scattering event:

h̄ω = Ef − Ei =
h̄2
(
k2i − k2f

)
2m

. (2.2)

The corresponding wave vectors k⃗i and k⃗f can be used to describe the momentum
transfer h̄q⃗ with the scattering vector q⃗ = k⃗f − k⃗i (see Figure 2.1).
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Figure 2.1: Schematic representation of the scattering geometry in case of elastic
scattering (|ki| = |kf |).

For small energy transfers h̄ω, the absolute values of the wave vectors are com-
parable ∣∣∣⃗ki∣∣∣ = ki ≃ kf =

∣∣∣⃗kf ∣∣∣ (2.3)

and the absolute value of the scattering vector q can be expressed using the scat-
tering angle 2Θ:

q = |q⃗| = 4π

λ
sin

(
2Θ

2

)
. (2.4)

If the absolute values of the neutron momentum before and after the scattering
process deviate significantly, the absolute value can be written as

q2 = k2i + k2f − 2kikf cos(2Θ). (2.5)

To characterize a scattering system, the total scattering cross-section σtot can be
defined as the total number of neutrons scattered per second normalized to the
incoming flux Φ

σtot =
total number of neutrons scattered per second

Φ
. (2.6)

Since in experiments the total solid angle Ω is not entirely covered with detec-
tors, it is important to define the differential cross-section dσ

dΩ
. Integrating over all

directions yields σtot:

σtot =

∫
all directions

(
dσ

dΩ

)
dΩ (2.7)

Up to now, no energy transfers are taken into account. In case the neutrons change
their energy while interacting with the sample, the partial differential cross-section
d2σ

dΩdE′ is used, which is defined as the fraction of neutrons with an energy in the
energy interval [E ′, E ′ + dE ′]. Integrating the partial differential cross-section over
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all energies thus results in the differential cross-section:

dσ

dΩ
=

∞∫
0

(
d2σ

dΩdE ′

)
dE ′. (2.8)

In this section, the scattering geometry and cross-sections were introduced. In the
next section, some properties of the neutrons, used as probes for the scattering
process, will be discussed.

2.2 Properties of the Neutron
This section is mainly based on the textbook by Lovesey [43]. The neutron is
an uncharged subatomic particle with a mass m = 1.675 · 10−27 kg. It has a spin
s = 1

2
and a magnetic dipole moment of µn = −1.913µN . The neutron decays via

a β decay to a proton p+ by emitting an electron e− and an electron antineutrino
ν̄e

n→ p+ + e− + ν̄e (2.9)

with a mean lifetime τ = 881.5 ± 1.5 s. In contrast to X-rays, neutrons interact
with the nuclei and not with the electron cloud since they are electrical neutral.
Therefore, they penetrate deeply into the samples and are mainly scattered from
the nuclei in the bulk [43] and not from interfaces. The interaction with the nuclei
results in different scattering cross-sections, which do not follow a monotonous
trend and even vary significantly between different isotopes and spin states. The
significantly changing cross-sections between different isotopes of the same element
allows to label specific parts of molecules for neutron scattering experiments via
isotope exchange.

The neutrons used for the scattering experiments described in this thesis were
obtained from thermal sources, i.e. their velocity distribution Φ(v) could be de-
scribed using a Maxwellian distribution whose maximum is given by the moderator
temperature TM [47, 48]:

Φ(v) ∝ v3 exp

(
− mv2

2kBTM

)
(2.10)

Thermal neutrons, moderated by a moderator with TM = 293K, have a mean
velocity of v ≈ 2.20 km

s
and a wavelength of λ ≈ 1.8Å [44]. Since this wavelength

is comparable to the interatomic distances of liquids and solids, thermal neutrons
provide an ideal tool for probing the microscopic properties of these materials.

In addition, the energy of thermal neutrons is comparable to elementary excita-
tions and can therefore be used to probe excitations, molecular vibrations, lattice
excitations as well as atomic dynamics. Furthermore, their magnetic moment
allows to study magnetic structures on a microscopic scale.

By combining the averaged thermal neutron velocity with the mean lifetime
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of the neutron, it is clear that the construction of instruments situated several
hundred meters away from the neutron source is feasible. This offers the possibility
to construct many instruments using one neutron source and to use e.g. curved
neutron guides blocking the direct view from the instrument towards the reactor
core and therefore reducing the background signal.

In the next sections, scattering functions are derived for elastic scattering of
neutrons with one and several scatterers. Additionally, inelastic scattering is in-
troduced.

2.3 Elastic Scattering
This section provides a short introduction to the theory of elastic neutron scat-
tering. It is mainly based on the text books by Squires [44] and Lovesey [43].

2.3.1 Scattering Signal of a Single Nucleus

If a neutron, described by a wave ψ with a wave vector k⃗, is scattered elastically
by an interaction potential V̂ , the transition probability Wki→kf can be written
using Fermi’s Golden rule

Wki→kf =
2π

h̄

∣∣∣∣∫ dr⃗ψ∗
k⃗f
V̂ ψk⃗i

∣∣∣∣2 ρk⃗f (E) (2.11)

with ρk⃗f (E) the energy dependent density of final scattering states. By normali-
zing the wave functions to a box with size L, the differential cross-section can be
calculated:

ψk⃗j
=

1

L
3
2

exp
(
i⃗kj · r⃗

)
k⃗j = k⃗i, k⃗f (2.12)

ρk⃗f (E) =

(
L

2π

)3
dk⃗f
dE

(2.13)

dσ =
Wk⃗i→k⃗f

Φ
(2.14)

= L6

(
m

2πh̄2

)2 ∣∣∣∣∫ dr⃗ψ∗
k⃗f
V̂ ψk⃗i

∣∣∣∣2 dΩ (2.15)

dσ

dΩ
=

∣∣∣ ⟨k⃗f ∣∣∣ V̂ ∣∣∣ k⃗i⟩∣∣∣2 . (2.16)

To calculate the cross-section for a bound nucleus at position R⃗, the potential
V̂ (r⃗) is expressed by a Fermi pseudo-potential:

V̂ (r⃗) =
2πh̄2

m
bδ
(
r⃗ − R⃗

)
(2.17)
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with a scattering length b which corresponds to the radius of the nucleus. In case
the nucleus is situated at the origin (R⃗ = 0), the scattering cross-section can be
expressed as∣∣∣ ⟨k⃗f ∣∣∣ V̂ ∣∣∣ k⃗i⟩∣∣∣2 =

(
m

2πh̄2

)
2πh̄2

m
bb∗
∫

dr⃗ exp
(
−i⃗kf · r⃗

)
δ (r⃗) exp

(
ik⃗i · r⃗

)
= |b|2

(2.18)

The differential cross-section and total cross-section therefore can be expressed by

dσ

dΩ
= |b|2 (2.19)

and

σ = 4π |b|2 . (2.20)

It should be mentioned that the scattering length depends on the different iso-
topes present in the sample. While attractive potentials V̂ require a positive b,
repulsive potentials can be obtained with positive and negative values of b [44].
The scattering length b can also be complex. In this case, the imaginary part ℑ(b)
represents the absorption of neutrons by the nucleus.

In this section, the expression describing the cross-section of a single nucleus
was derived. The aim of the next section is to expand the expressions to obtain
the descriptions for the scattering signal of multiple scatterers.

2.3.2 Coherent and Incoherent Scattering

In the previous section, the scattering signal was explained for a single nucleus.
In this section, the effects of several scattering centers are presented.

If the scattering system is expanded toN non-moving scattering centers j ∈ [1, N ]

at position R⃗j, Equation 2.17 has to be modified to:

V̂ (r⃗) =
2πh̄2

m

N∑
j=1

bjδ
(
r⃗ − R⃗j

)
. (2.21)

Since the scattering lengths bj depend not only on the element, but also on the
isotope and on the total spin state of the nucleus-neutron system [42], the calcula-
tion of the differential cross section can be split up into several parts. The average
over all bj results in the coherent scattering length bcohj = b̄j, while the root mean
squared deviation of bj from the coherent scattering length is called incoherent

scattering length bincj =
√
b̄2j − (bcohj )2. For unpolarized neutron beams, a nucleus

with spin I ̸= 0 results in a neutron-nucleus system which can have two different
states S± = I ± s = I ± 1

2
with two different scattering lengths b±. A single spin
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state is only obtained for isotopes with I = 0 (I + s = 1
2
) or if polarized neutrons

are used. If the different n± = 2S± + 1 states have the same probability, the
coherent and incoherent scattering lengths can be calculated [42]:

bcoh =
1

n+ + n−

[
n+b+ + n−b−

]
(2.22)

binc =
1

2I + 1

[
(I + 1)b+ + Ib−

]
(2.23)

The differential cross-section can then be written as a sum over the different
scattering lengths including the phase shift given by the distances between the
scatterers:

dσ

dΩ
=

N∑
j,j′=1

exp
(
iq⃗ ·
(
R⃗j − R⃗j′

))
b∗j′bj (2.24)

The expression b∗j′bj represents the average over all isotopes and all nuclear states.
For j ̸= j′, the two scattering lengths belong to different nuclei and their values
are uncorrelated. The average can therefore be rewritten as

b∗j′bj = b∗j′ · bj =
∣∣bj∣∣2 (2.25)

If j = j′, the expression simplifies to

b∗j′bj = |bj|2 = |b|2. (2.26)

Using Equations 2.25 and 2.26, Equation 2.24 can be rewritten as a sum of a
coherent and an incoherent part as:

dσ

dΩ
=

(
dσ

dΩ

)
coh

+

(
dσ

dΩ

)
inc

(2.27)

(
dσ

dΩ

)
coh

=
∣∣b̄∣∣2 ∣∣∣∣∣

N∑
j=1

exp
(
iq⃗ · R⃗j

)∣∣∣∣∣
2

(2.28)(
dσ

dΩ

)
inc

= N
(
|b|2 −

∣∣b∣∣2) = N
∣∣b− b

∣∣2 (2.29)

In Table 2.1, different experimentally determined cross-sections and the corre-
sponding scattering lengths are listed for different elements. The different ele-
ments and different isotopes have coherent and incoherent cross-sections. Since
the interactions of thermal neutrons are governed by interactions of their spins
with unpaired electrons and, more importantly, with the nuclear force, which
strongly depends on the nuclei structure and the resulting strong forces, a general
theoretical description for the scattering lengths is missing [49]. It only exists
for few simple scattering systems such as neutrons being scattered by deuterium
[50]. Several methods were developed and studies were performed to increase the
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confidence values of the measured cross-sections[49, 51–53]. These differences in
the coherent and incoherent scattering allows to enhance the scattering of spe-
cific parts of the sample by isotope exchange for both the coherent or incoherent
scattering. If the resolution of the scattering instrument is not sufficiently high
or if the length scales investigated are significantly higher than the interatomic
distances, the scattering length density ρb(r⃗) can be defined as [47]

ρb(r⃗) =
1

V

N∑
j=1

b̄jδ
(
r⃗ − R⃗j

)
. (2.30)

The coherent cross-section from Equation 2.28 can thus be written as a Fourier
transform of the real space scattering length density:(

dσ

dΩ

)
coh

=
∣∣b̄∣∣2 ∣∣∣∣∣

N∑
j=1

exp
(
iq⃗ · R⃗j

)∣∣∣∣∣
2

=

∣∣∣∣∫
V

d3r ρb (r⃗) · exp (iq⃗ · r⃗)
∣∣∣∣2 (2.31)

If solutions with N randomly oriented centrosymmetric particles with a volume
Vp are investigated, Equation 2.31 can be written in such a way that the inter-
ference effects resulting from the shape of the particles are represented by a form
factor P (q).
If interparticle interactions cannot be neglected, the interferences of the different
particles results in the so-called structure factor S(q)(

dσ

dΩ

)
coh

= N (∆ρ)2 V 2
p P (q)S(q) (2.32)

P (q) =
1

Vp

∣∣∣∣∣
∫
Vp

exp (−iq⃗r⃗) dr⃗

∣∣∣∣∣
2

(2.33)

S(q) =
1

N

N∑
α=1

N∑
β=1

exp (−iq⃗ (r⃗α − r⃗β)) (2.34)

with ∆ρ being the scattering length density difference between the particles and
the solvent. Different shapes of the particles result in different form factors. Exam-
ples can be found e.g. in Refs. 46, 54, 55. The structure factor contains information
on the particle interactions and their distances.

In case the particles assemble into crystalline structures, the structure factor,
and therefore also the scattering profile, features sharp Bragg peaks at well-defined
scattering vectors qB = 2π

l
, with l being the crystal lattice distance. If several

randomly oriented crystals are present in the scattering volume, the differential
cross-section has a well pronounced peak with radius q around the beam center
if it is projected onto a two-dimensional detector. If less crystals are present, the
powder average is not fulfilled and only discrete spots are visible on the detector
image.
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The incoherent part of the elastic scattering (see Equation 2.27) contains in-
formation about the self-diffusive dynamics of the investigated particles. A more
detailed description is given in the following section and in Chapter 5.

This section introduced the elastic scattering from multiple scatterers and in-
troduced as well the coherent and incoherent scattering. In the next section, the
expressions are expanded and energy transfers between the neutron and the sam-
ple are taken into account.
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Table 2.1: Overview of the scattering lengths and bound scattering cross-sections
for the different chemical elements predominantly present in the samples mea-
sured. If only one isotope is listed, the most prominent isotope is chosen. Shaded
lines display the isotope-averaged values of the respective element. The nuclear
notation A

ZX is used with A,Z and X being the atomic mass, atomic number and
the chemical symbol of the element, respectively. Values are taken from Ref. 51.
Scattering cross-sections and scattering lengths are given in barn = 100 fm2 and
femtometers, respectively.

bc σcoh σinc σscatt σabs
H -3.7409(11) 1.7568(10) 80.26(6) 82.02(6) 0.3326(7)

1
1H -3.7423(12) 1.7583(10) 80.27(6) 82.03(6) 0.3326(7)

D=̂2
1H 6.674(6) 5.592(7) 2.05(3) 7.64(3) 0.000519(7)
C 6.6484(13) 5.551(2) 0.001(4) 5.551(3) 0.00350(7)

6
12C 6.6535(14) 5.559(3) 0 5.559(3) 0.00353(7)

N 9.36(2) 11.01(5) 0.50(12) 11.51(11) 1.90(3)
7
14N 9.37(2) 11.03(5) 0.50(12) 11.53(11) 1.91(3)

O 5.805(4) 4.232(6) 0.000(8) 4.232(6) 0.00019(2)
8
16O 5.805(5) 4.232(6) 0 4.232(6) 0.00010(2)
Na 3.63(2) 1.66(2) 1.62(3) 3.28(4) 0.530(5)

11
23Na 3.63(2) 1.66(2) 1.62(3) 3.28(4) 0.530(5)

Al 3.449(5) 1.495(4) 0.0082(6) 1.503(4) 0.231(3)
13
27Al 3.449(5) 1.495(4) 0.0082(6) 1.503(4) 0.231(3)

S 2.847(1) 1.0186(7) 0.007(5) 1.026(5) 0.53(1)
16
32S 2.804(2) 0.9880(14) 0 0.9880(14) 0.54(4)
Cl 9.5792(8) 11.528(2) 5.3(5) 16.8(5) 33.5(3)

17
35Cl 11.70(9) 17.06(6) 4.7(6) 21.8(6) 44.1(4)

V -0.443(14) 0.01838(12) 5.08(6) 5.10(6) 5.08(4)
23
51V -0.402(2) 0.0203(2) 5.07(6) 5.09(6) 4.9(1)
Zn 5.680(5) 4.054(7) 0.077(7) 4.131(10) 1.11(2)

30
64Zn 5.23(4) 3.42(5) 0 3.42(5) 0.93(9)

Y 7.75(2) 7.55(4) 0.15(8) 7.70(9) 1.28(2)
39
89Y 7.75(2) 7.55(4) 0.15(8) 7.70(9) 1.28(2)
Cd 4.83(5) 3.04(6) 3.46(13) 6.50(12) 2520.0(50.0)

48
114Cd 7.48(5) 7.1(2) 0 7.1(2) 0.34(2)

In 4.065(20) 2.08(2) 0.54(11) 2.62(11) 193.8(1.5)
49
115In 4.00(3) 2.02(2) 0.55(11) 2.57(11) 202.0(2.0)

La 8.24(4) 8.53(8) 1.13(19) 9.66(17) 8.97(2)
57
139La 8.24(4) 8.53(8) 1.13(15) 9.66(17) 8.93(4)
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2.4 Inelastic Scattering
Previous sections derived expressions describing the elastic scattering from single
and multiple scatterers. In this section, the expressions are expanded to consider
also inelastic scattering processes. To calculate the differential cross-section for
scattering events in which the probing neutron changes both its energy and its
momentum transfer, the scattering potential has to be modified. Detailed cal-
culations can be found, e.g., in publications by Schober [47], Squires [44] and
Lovesey [43]. The latter two references are used for this section.

If neutrons can exchange energy with the sample during the scattering pro-
cess, the potential in Equation 2.16 becomes energy-dependent and the equation
modifies to

dσk⃗i→k⃗f ,λi→λf

dΩ
= m2

(
2π

h̄

)4
kf
ki

∣∣∣⟨λf , k⃗f |V |λi, k⃗i
⟩∣∣∣2 (2.35)

with the energy eigenstates λi of the system investigated. The equation can be
rewritten in a differential way also considering the energy transfer respecting the
conservation of energy

d2σk⃗i→k⃗f ,λi→λf

dΩdEf

= m2

(
2π

h̄

)4
kf
ki

∣∣∣⟨λf , k⃗f |V |λi, k⃗i
⟩∣∣∣2 δ (h̄ω −

(
Eλi

− Eλf

))
(2.36)

d2σk⃗i→k⃗f

dΩdEf

= m2

(
2π

h̄

)4
kf
ki

∑
λi,λf

p(λi)
∣∣∣⟨λf , k⃗f |V |λi, k⃗i

⟩∣∣∣2 δ (h̄ω −
(
Eλi

− Eλf

))
.

(2.37)

In Equation 2.37, the equation was rewritten assuming that the energy eigenstates
λi can be described using their statistical weights p(λi) and that these weights are
not changed by the interaction with the neutron.

Energy-sensitive scattering can probe the displacement of the scattering atoms
and Equation 2.24 therefore has to be written as

d2σ

dΩdE
=

kf
ki

1

2πh̄

N∑
j,j′=1

bjb∗j′

∫ ⟨
exp

(
iq⃗ ·
(
R⃗j(0)− R⃗j′(t)

))⟩
exp (−iωt) dt

(2.38)

Similarly to Equation 2.27, the double differential cross-section can be divided
into a coherent and an incoherent contribution

d2σ

dΩdEf

=

(
d2σ

dΩdEf

)
coh

+

(
d2σ

dΩdEf

)
inc

. (2.39)
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To obtain an expression independent of the incident momentum h̄k⃗i of the neu-
tron and thus independent of the experimental setup, a scattering function S(q, ω)
is defined, which can also be written as a sum of the coherent and incoherent parts:

d2σ

dΩdE
=

kf
ki
S(q⃗, ω) (2.40)

S(q⃗, ω) =
N∑

j ̸=j′

bjb∗j′Sc(q⃗, ω) +
N∑

j=j′

bjb∗jSi(q⃗, ω) (2.41)

The coherent scattering function can be linked to the intermediate scattering
function I(q⃗, t) and to the time correlation function G(r⃗, t) via Fourier transforms:

Sc(q⃗, ω) =
1

2πh̄

∫
Ic(q⃗, t) exp (−iωt) dt (2.42)

Ic(q⃗, t) =

∫
Gc(r⃗, t) exp (iq⃗ · r⃗) dr⃗ (2.43)

The collective time-dependent pair-correlation function Gc(r⃗, t), linked to the
coherent scattering function Sc(q⃗, ω), can be defined as

Gc(r⃗, t) =
1

N

∑
j,j′

∫ ⟨
δ
(
r⃗′ − R⃗j′(0)

)
δ
(
r⃗′ + r⃗ − R⃗j(t)

)⟩
dr⃗′ (2.44)

It describes the probability that a particle j is found at position Rj at time t,
in case the particle j′ is located at position R⃗j′(0) at time t = 0. Its value at t = 0
is closely linked to the static pair distribution function g(r⃗), which is the Fourier
transform of the structure factor (introduced in Equation 2.34):

g(r⃗) =
∑
j ̸=0

⟨
δ
(
r⃗ − R⃗j + R⃗0

)⟩
(2.45)

Gc(r⃗, 0) = δ(r⃗) + g(r⃗) (2.46)

By integrating the pair correlation function over space, the total number of
particles investigated, N , is obtained

N =

∫
G(r⃗, t)dr⃗ (2.47)

for all times t.
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The second part of Equation 2.39 can be expressed similarly to the coherent
part:

Si(q⃗, ω) =
1

2πh̄

∫
Ii(q⃗, t) exp (−iωt) dt (2.48)

Ii(q⃗, t) =

∫
Gs(r⃗, t) exp (iq⃗ · r⃗) dr⃗

=
1

N

∑
j

⟨exp (−iq⃗ · r⃗j(0)) exp (−iq⃗ · r⃗j(t))⟩ . (2.49)

The self time-dependent pair-correlation function Gs(r⃗, t), linked to the inco-
herent scattering function Si(q⃗, ω) can be defined as

Gs(r⃗, t) =
1

N

∑
j

∫ ⟨
δ
(
r⃗′ − R⃗j(0)

)
δ
(
r⃗′ + r⃗ − R⃗j(t)

)⟩
dr⃗′, (2.50)

describing the probability that the same particle j is found at position R⃗j(t) at
time t, if it was at the origin at time t = 0. A spatial integration of Gs results in
unity.

2.5 The Elastic Incoherent Structure Factor
This section is based on the textbook by Fitter et al. [45].

Investigating the self time-dependent pair-correlation function Gs (r⃗, t) from
Equation 2.50 in the limit t→ ∞, two different contributions can be separated. If
the investigated particle is free in space, it can diffuse to an arbitrary place. The
corresponding correlation function therefore vanishes for t → ∞. If, however, the
particle can only diffuse within a confined volume, the correlation function does
not vanish for the limit t→ ∞, but results in an asymptotic value Gs(r⃗,∞) ̸= 0.
Equation 2.50 can therefore be rewritten as

Gs(r⃗, t) = Gs(r⃗,∞) +G′
s(r⃗, t). (2.51)

By inserting Equation 2.51 into Equation 2.48 and Equation 2.49, the incoherent
scattering function can also be written as a sum of two contributions

Si(q⃗, ω) = Sel
i (q⃗)δ(ω) + Sin

i (q⃗, ω). (2.52)

Resulting from the term Gs(r⃗,∞) in Equation 2.51, the incoherent scattering
signal Sel

i (q⃗) in Equation 2.52 contains structural information about the confine-
ment. Sel

i (q⃗) is also described as elastic incoherent structure factor (EISF).
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If both the total scattering function Si(q⃗, ω) and the incoherent scattering func-
tion describing the diffusion of the non-bound particles Sin

i (q⃗, ω) are normalized,
Equation 2.52 can be rewritten as:

Si(q⃗, ω) = A0(q⃗)δ(ω) + (1− A0(q⃗))S
in
i (q⃗, ω). (2.53)

with the EISF A0(q⃗) = Sel
i (q⃗). Expressions for different confined motions have

been derived. An overview is, e.g., given by Fitter et al. [45].
Since the instruments used to measure the scattering functions have a finite

energy resolution, the observation time of the instrument tobs is limited by a fac-
tor proportional to the inverse energy resolution. The observed EISF therefore
describes scatterers which are confined for t > tobs. Investigating the same sample
with different instruments, characterized by different energy resolutions, might
therefore lead to different EISF.

2.6 Diffusion
The previous sections derived expressions describing the scattering process as a
function of the momentum transfer and energy transfer. The aim of this section is
to sketch a framework which describes different diffusive dynamics and how they
influence the scattering signal. It is mainly based on publications by Milligen [56],
Schober [47] and Grimaldo et al. [13], as well as on the book by Dhont [11].

2.6.1 Brownian Diffusion

In 1905, Einstein linked the Brownian motion quantitatively with the diffusion [57].
The atomic density n(r, t) and the current J⃗(r⃗, t) are connected via the continuity
equation:

∂

∂t
n (r⃗, t) + ∇⃗ · J⃗ (r⃗, t) = 0 (2.54)

Together with Fick’s first law, the diffusion equation (Fick’s second law) is ob-
tained:

J⃗ (r⃗, t) = ∇⃗n (r⃗, t) (2.55)
∂n (r⃗, t)

∂t
= D∇⃗ · ∇⃗n (r⃗, t) = D∆n (r⃗, t) (2.56)

with D being the diffusion coefficient of the particles investigated. The isotropic
solution can be written as

G (r⃗, t) =
1√

4πD |t|3
exp

(
− r2

4D |t|

)
. (2.57)



32

The correlation function describes the correlation of a particle with itself (self-
correlation). Therefore, Equation 2.57 is a description of the time-dependent self-
correlation function in the case of Brownian diffusion.

Combining Equation 2.57 with Equation 2.49, the incoherent intermediate scat-
tering function can be calculated:

Ii (q⃗, t) =

∫
G (r⃗, t) exp (iq⃗ · r⃗) d3r⃗ (2.58)

= exp
(
−q2D |t|

)
(2.59)

resulting in an exponential decay. Using Equation 2.48, the incoherent scattering
function can be described by a Lorentzian function Lγ with a half width at half
maximum (HWHM) γ:

γ = Dq2 (2.60)

Si(q, ω) =
1

πh̄

Dq2

(Dq2)2 + ω2
=

1

πh̄

γ

γ2 + ω2
= Lγ(ω). (2.61)

The translational diffusion coefficient in the dilute limit (Dt0) can be linked
to the hydrodynamic radius of the particles investigated via the Stokes-Einstein
relation

Dt0 =
kBT

6πηRH

. (2.62)

If a particle has a radius RH , it can also rotate around its origin. This rota-
tional diffusion also contributes to the scattering function. Similar to the transla-
tional diffusion coefficient describing the translational Brownian diffusion (Equa-
tion 2.62), the rotational diffusion can be described by a rotational diffusion coef-
ficient and can also be linked to the hydrodynamic radius.

Dr0 =
kBT

8πηR3
H

. (2.63)

The translational and rotational diffusion coefficients slow down if the parti-
cle concentration increases. For hard spheres, the volume fraction scaling can be
described by

Dt(φ) = Dt0 · ft(φ) (2.64)
Dr(φ) = Dr0 · fr(φ) (2.65)

for the translational and rotational diffusion, respectively.
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Figure 2.2: Volume fraction dependence of the translational and rotational diffu-
sion coefficients. The red and blue curve represent the volume fraction dependence
ft(φ) (Equation 2.66) and fr(φ) (Equation 2.68) based on Ref. 59 and Ref. 58,
respectively.

Expressions for the volume fraction scalings are given by Refs. 58, 59

ft(φ) =
1

1 +
(

2b2

1−b
− c

1+2c
− bc(2+c)

(1+c)(1−b+c)

) (2.66)

b =

√
9φ

8
c =

11φ

16
(2.67)

fr(φ) = 1− 0.631φ− 0.726φ2 + O(φ3). (2.68)

The volume fraction dependencies are shown in Figure 2.2. The given expressions
are obtained for hard spheres. If the properties of the particles vary, e.g. in shape
or interactions, these dependencies might change [58, 60].

In contrast to the translational diffusion described with one single Lorentzian
function, the incoherent scattering function for the rotation is described by an
infinite sum of Lorentzian functions [61]:

Si(q, ω) =
∞∑
l=0

Bl(q)Lγr(ω) (2.69)

γr = l(l + 1)Dr (2.70)

Bl(q) = (2l + 1)

∫
ρH(r)j

2
l (qr)dr (2.71)

with ρH(r) and jl(x) being the hydrogen distribution of the particles investigated
and the lth-order spherical Bessel functions.
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Figure 2.3: HWHM of the scattering signal as function of q2 for models describing
different types of diffusion. The graphs are based on Equations 2.60, 2.73 and
Equation 2.74-2.78 for Brownian diffusion (blue), jump diffusion (orange) and
switching diffusion (purple), respectively.

An apparent global diffusion, combining the translational and rotational dif-
fusion, can be described with one single Lorentzian function with an apparent
diffusion coefficient Dapp fulfilling the condition [61]

∞∑
l=0

Bl(q)
l(l + 1)Dr + q2(Dt −Dapp)

(l(l + 1)Dr + q2(Dt +Dapp))
2 = 0. (2.72)

The HWHM of the Lorentzian describing the apparent global diffusion is de-
scribed by γapp = Dappq

2. In Figure 2.3, the HWHM of the scattering function
Si(q, ω) is displayed as a function of q2 for different types of diffusion. For the case
of Brownian diffusion explained in this section, an apparent diffusion coefficient
of Dapp = 30Å2ns−1 was used for the representation.

This section described the Brownian diffusion of particles. In the following sub-
sections, different models accounting for other types of diffusion are explained.

2.6.2 Jump Diffusion

Singwi et al. [62] developed a model in which a particle can switch between two
different diffusive states. The particle performs an oscillatory motion for a mean
time τ0 and then switches into a diffusive state with a diffusion coefficient Dj for
a mean time τ1. In the limit τ0 ≪ τ1, the model results in the normal Brownian
diffusion as described in Section 2.6. For τ1 ≪ τ0 the authors derived a model in
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which the scattering function can also be described by a Lorentzian function. In
contrast to Equation 2.60 the HWHM Γ is, in this case, described by

Γ =
Djq

2

1 +Djq2τ0
. (2.73)

By investigating the q dependence of Γ (see Figure 2.3), it can, on the one hand,
be seen that at high q the HWHM levels off to a value of 2h̄

τ0
. On the other hand,

the initial slope is identical to the one of the Brownian diffusion described in the
previous section. To model the HWHM, the diffusion coefficient Dj = 30Å2ns−1

was chosen to be identical to the one of the Brownian diffusion presented in Sec-
tion 2.6. The residence time was set to τ0 = 0.025 ns.

2.6.3 Switching Model

Another model, developed by Roosen-Runge et al. [63], describes the internal
diffusive dynamics taking into account several different diffusive states. The case
of two different states has been applied to spectra of dissolved BSA collected by
Grimaldo et al. [64]. The model can be described by two Lorentzian functions
whose scaling parameters and widths are linked to each other by two diffusion
coefficients D1,2 and two residence times τ1,2:

Γ1,2 = D1,2q
2 (2.74)

Λ =

√(
Γ1 − Γ2 +

1

τ1
− 1

τ2

)2

+
4

τ1τ2
(2.75)

λ1,2 =
Γ1 + Γ2 +

1
τ1
+ 1

τ2
± Λ

2
(2.76)

α =
τ1Γ2 + τ2Γ1 +

1
τ1
+ 1

τ2
− λ1

(λ2 − λ1)(τ1 + τ2)
(2.77)

S(q, ω) = αLλ1(ω) + (1− α)Lλ2(ω). (2.78)

It should be noted that λ1,2 and α are also q-dependent. Due to the increasing
number of parameters, the q and ω dependence of the scattering data has to be
fitted simultaneously using this model. The q dependence of the HWHM for this
model is shown in Figure 2.3 with D1 = 30Å2

ns−1, D2 = 200Å2
ns−1, τ1 = 0.025 ns

and τ2 = 0.01 ns. Since the first diffusion coefficient is chosen to be identical to
the one of the previous models, the slope at high q is similar to the one of the
Brownian diffusion. At low q, a faster increase due to the second contribution is
observed, resulting in an offset of the HWHM between the Brownian diffusion and
the switching model presented.
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2.7 Other Contributions to the Scattering Signal
The previous section described the influence of diffusive dynamics onto the scatter-
ing signal. In experiments, additional contributions to the signal can be observed.
Its separation is described in the following. From Equation 2.38, which describes
the scattering function as a sum over the different scatterers, it becomes visible
that the scattering signal containing contributions from different particles can be
written as a sum of the scattering signals of the different scatterers in a first ap-
proximation. The scattering signal of a protein solution can therefore be written
as the sum of the scattering signal of the proteins and that from the solvent:

S(q, ω) = SProt(q, ω) + SD2O(q, ω). (2.79)

The scattering signal of the solvent can be measured separately. As shown by
Grimaldo et al. [61], the solvent contribution has to be rescaled to the volume
fraction (1 − φ) occupied by the solvent. Qvist et al. [65] developed a model to
describe the diffusive dynamics of water (H2O). Two different Lorentzian contri-
butions with an additional background were used to model the diffusion of water
covering the center of mass diffusion as well as faster vibrational diffusive dy-
namics. While recent NBS spectrometers, such as cold neutron backscattering
spectrometer (IN16B) or BASIS, access an energy transfer where diffusion can be
described by one single Lorentzian function with a width fixed by time of flight
(TOF) measurements [61], recent developments such as the Backscattering and
Time of Flight Spectroscopy (BATS) option of IN16B [66], where higher energy
transfers can be investigated, might imply a more detailed description of the water
signal, e.g. using the model developed by Qvist et al. [65].

Similar to the separation of the protein and solvent scattering signal, the scat-
tering signal of the sample holder can be separated from the total scattering func-
tion. The scattering signal of an empty sample holder can be measured. While in
a first approximation, the scattering signal can be subtracted directly, correction
terms can also be applied to subtract the scattering signal of the empty sample
holder (also called empty can). As the aluminum sample holder is double-walled,
several sample holder walls contribute to the scattering signal. In the case of a sam-
ple holder filled with a sample, the sample also scatters neutrons and thus reduces
the neutron flux at the positions of the other walls of the sample holder. These
walls thus contribute more to the scattering signal in the case of an empty can
measurement. This effect is taken into account by using q dependent corrections
proposed by Paalman and Pings [67]. A detailed description of the application in
NBS is given by Hennig [68] and by Grimaldo et al. [33].

In recent high-resolution measurements performed with BATS [69], contribu-
tions of the cryofurnace used to control the sample temperature were visible also
in the scattering signal. In the first BATS measurements, measured without an
optimized neutron flux on the sample and presented in Section 4, the statistics
of the collected spectra were not yet good enough to observe such a contribution.
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A direct subtraction of the contribution similar to the one of the empty can or
with correction factors has to be taken into account for future analysis. Due to
the limited energy-transfer range or due to the slightly worse energy resolution,
a similar subtraction of the empty cryofurnace signal is not significant for data
collected on IN16B with a monochromator crystal installed on a Doppler machine
or on BASIS, respectively.

In this chapter, the main theoretical concepts, necessary for the interpretation of
the scattering data were presented. In addition, the different types of diffusion as
well as their contributions to the scattering signal were discussed. The contribution
of different scatterers as well as their separation was discussed in the last section.





Chapter 3

Materials and Methods

This chapter summarizes the materials and methods employed in this thesis. For
detailed descriptions, specific literature is reviewed correspondingly.

In the first part of this chapter, the materials used and their characteristics
are reviewed. In Section 3.1.1 to Section 3.1.3, the properties of the solvent, the
proteins used and the multivalent salts are summarized. In the second part of this
chapter, the different methods are described: In Section 3.2.1, the two methods
mainly used to obtain neutron beams are explained. Finally in Section 3.2.2 to
Section 3.2.4, the instrumental layouts for small angle neutron scattering (SANS)
experiments, neutron spin echo (NSE) and neutron backscattering (NBS) mea-
surements are explained, respectively.

3.1 Materials
All investigated samples were protein solutions with solutions containing different
salts at different salt concentrations and different protein concentrations. This
section will review the different properties of the components.

3.1.1 Solvents

Due to the fact that most studies used the incoherent scattering to access the
short-time self-diffusion of the tracer particles, heavy water was used as solvent to
reduce the incoherent scattering of the solvent. Besides the change in the cross-
sections as explained in Section 2.3.2, the change to the 2H=D isotope in the
solvent results in some macroscopic differences in the behavior of the solvent. An
overview is given in Table 3.1. The temperature-dependent viscosity is shown in
Figure 3.1 for both liquids.

Table 3.1: Comparison of different properties of H2O and D2O
H2O D2O

Density at 25◦C [70] 0.99704 1.1045
Melting point (101.325 kPa) 0.00◦C[71] 3.802◦C[72]
Boiling point (101.325 kPa) 100.00◦ C[71] 101.42◦ C[71]
Molecular Weight [g/mol] 18.0152[73] 20.02748[71]
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Figure 3.1: Viscosity of H2O and D2O at ambient pressure as a function of
temperature. The parametrization is obtained from Cho et al. [74]

The H2O - D2O exchange is often assumed to be negligible and is therefore often
used to profit from the differences mentioned above, such as contrast matching in
SANS experiments [75, 76] or as a reduction of the solvent signal in NMR studies
[77]. However, several studies pointed out that for specific systems, the solvent
exchange might lead to significant changes in the phase behavior of the studied
samples [32, 78, 79]. Hardy et al. [80] investigated water with different hydro-
gen isotopes and reported influences of this isotope exchange on the rotational
and translational diffusion of the investigated molecules. Direct comparisons of
samples prepared in H2O with samples prepared in D2O might therefore lead to
systematic errors, if the system is solvent-sensitive and its response is not taken
into account. Especially complex biological systems might react sensitively on the
solvent exchange. Kushner et al. [81] compiled a review of the biological effects
of deuteration. Remarkably, it was shown that deuteration can stabilize proteins
[82–85] and render them more resistant against e.g. heat induced denaturation
[86–88].

3.1.2 Proteins

Proteins are large biological molecules. Although based on the same building
blocks called amino acids, their final structure and function can differ significantly
depending on the sequence of the amino acids (also called the primary structure of
the protein). Due to the chemical properties of the amino acids, specific sequences
can arrange into specific three-dimensional structures (secondary structure) such
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(a) Structure of BSA based on PDB
3v03 [90]

(b) Structure of BLG based on PDB
1cj5 [91]

(c) Structure of OVA based on PDB
1OVA [92]

(d) Structure of Ig based on PDB 1IGY
[93]

Figure 3.2: Cartoon plots of the monomeric proteins based on the PBD struc-
tures. Plots are generated with Jmol [94]. The different plots are not to scale.
Different radii are listed in Table 3.2.

as α-helices or β-sheets. These different secondary structures arrange in space and
form the tertiary structure. If a protein contains more than one amino acid chain,
the arrangement of these different chains is denoted quaternary structure.

While the majority of proteins has a well defined structure, other proteins,
e.g. α-synuclein, possess an amino acid sequence, parts of which result in non-
self-stabilizing structures. This leads to flexible domains of the proteins. These
proteins are called intrinsically disordered. Roughly 10-35% of prokaryotic proteins
are estimated to be at least partly disordered [89].

In contrast, the proteins used in this thesis have a stable structure. Schematic
representations of the different proteins are displayed in Figure 3.2. The secondary
structures α-helices and β-sheets are displayed in magenta and yellow, respectively.
The different proteins have various properties which are described in the following.
Some of their physical properties are listed in Table 3.2.

For the sample preparation, two different methods were applied. For samples
which are considered to be in a stable state and do not change with time, a specified
mass of protein mp was obtained by using a balance. Afterwards, a volume V of
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Table 3.2: Selected physical properties of the proteins.
BSA BLG OVA Ig

number of amino acids 433 [90] 162 [95] 386 [92] 434 [93]
Volume [nm3] [96] 180.0 25.0 58.6 205.8
percentage of β sheets [96] 0 40 32 49
percentage of helices [96] 74 16 32 6
radius of gyration [nm] 2.76 [97] 2.04 [97] 2.31 [97] 2.60 [98]
isoelectric point 4.7 [99] 5.1 [100] 4.85 [101] 6.6-8.2 [102]

the solvent was added to dissolve the protein, resulting in a nominal concentration

cnomp =
mp

V
. (3.1)

In the case of solutions with salt, the protein was first dissolved in a volume V1
while the volume ∆V = V −V1 is added from the salt stock solution. V1 is chosen
such that the desired salt concentration is obtained. In all cases, roller mixers were
used to obtain homogeneous solutions.

For samples which evolve over time, protein stock solutions were used for prepa-
ration. This method is applied for the crystallizing samples analyzed in Chapter 9
and Appendix A. Their protein concentration was determined using UV-Vis spec-
troscopy. The obtained real protein concentration crealp is linked to the nominal
concentration via the specific volume νp of the protein:

φ = crealp · νp =
(

cnomp

1 + cnomp νp

)
· νp (3.2)

with φ being the dry volume fraction. By using stock solutions, the sample prepa-
ration can be performed directly in the sample holder and no transfer of the sample
into the sample holder is necessary. In this case, samples were homogenized by
using a magnetic stirrer or by pipetting.

BSA

Bovine serum albumin (BSA) is a predominant protein in the blood serum of
cattle. Having a high solubility, it acts as transport protein for molecules such as
fatty acids, drugs and hormones but regulates also the osmotic pressure and the
pH [103].

Due to its similarity to the human analogue (76% similarity [104]) and due to
its good availability and low cost [103] it is often used as standard test protein.

Its interaction with metal ions has been extensively studied with different tech-
niques. Alhazmi et al. [105] investigated binding sites of BSA for Ca2+, Ba2+,
Ag+, Ru3+, Cu2+ and Co2+ using FT-IR Spectroscopy. Yu et al. [106] used the
binding ability of BSA to Co2+, Cu2+, AuCl−4 and Fe2+ to construct graphene
based membranes which might be used in the future for water purification or ion
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detection. Guo et al. [107] recently reported changes in the secondary structure of
BSA induced by binding of Ca2+ ions. Medda et al. [108] investigated the surface
charge of BSA as a function of different monovalent salts.

Roosen-Runge et al. [109] investigated the volume fraction dependence of the
short-time self-diffusion of BSA. A good agreement between theory and experi-
ments was found assuming an effective volume fraction. The volume fraction de-
pendence is shown in Figure 3.3a. Grimaldo et al. [33] investigated the short-time
self-diffusion of BSA in the presence of YCl3 with NBS. They found a salt-induced
slowing down of the diffusion due to cluster formation which can be expressed as a
function of salt ions per protein (Figure 3.3b). Soraruf et al. [23] observed a simi-
lar slowing down for the same system while investigating the long time collective
diffusion with DLS.

Grimaldo et al. [64] and Hennig et al. [111] explored the short-time self-
diffusion as a function of temperature crossing the denaturation temperature (see
Figure 3.3c). At temperatures below the denaturation, the diffusion coefficient
increases according to the Stokes-Einstein temperature dependence. Once the de-
naturation temperature is crossed, a significant slowing down can be observed in
the diffusion coefficient, pointing to structural changes and network formation in
the samples.

Fu et al. [88] investigated the influence of the solvent effect (D2O, H2O) on
the denaturation of BSA by using circular dichroism. They observed an upshift
of the denaturation temperature by 8K when they changed from H2O to D2O
indicating a stabilization of the protein at ambient temperatures. However, at
elevated temperatures, they observed cluster formation in the case of D2O as
solvent, which was not observed in the H2O samples.

In the presence of multivalent ions in the solution, BSA has a rich phase diagram
including a reentrant phase separation as well as a temperature-dependent LLPS
with a lower critical solution temperature (LCST). In several studies the effect of
different salts [26, 27, 30] and temperature [34] were investigated.

Already in 1973, Kaneshina et al. [112] reported an increasing number of bound
detergent ions to BSA with increasing hydrocarbon chains based on equilibrium
dialysis and surface tension measurements. The interactions of BSA with different
surfactants were studied with SAXS [113] and ultra-violet difference spectroscopy
as well as with microcalorimetry [114]. Also the interaction with drugs [115] and
other proteins [116] was studied.

Other studies focus on the interaction and on the properties of nano-particles
in presence of BSA. Due the optical properties of the nano-particles, these ap-
proaches offer access to new applications in diagnostics and other pharmaceutical
applications [28, 117, 118].

In addition, the protein absorption was studied on different surfaces and in
presence of different cosolutes with different techniques [25, 119].

For the research presented in this thesis, BSA was purchased from Sigma-Aldrich
(Merck A3059: heat shock fraction, protease free, essentially globulin free, pH 7,
≥ 98% purity) and used without further purification. In this thesis, BSA is used
in Chapter 4, Chapter 5 and Chapter 8.
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(a) Short-time self-diffusion of BSA
as a function of the volume fraction.
Blue and purple points represent the
experimental results of the apparent
diffusion coefficient and the transla-
tional diffusion coefficient separated
from the effective one by calculat-
ing the theoretical rotational diffusion
coefficient, respectively. The red di-
amond represents the dilute limit of
the translational diffusion. All points
were measured at 280 K. Figure from
Ref. [110].

(b) Normalized short-time self-diffusion co-
efficient as a function of salt ions (Y3+) per
protein. All measurements were performed
at 295 K. As a normalization factor, the
diffusion coefficient of dissolved BSA with
the same protein concentration without salt
was used. Figure from Ref. [33].

(c) Short-time self-diffusion coefficient as a func-
tion of temperature crossing the denaturation
temperature for different protein concentrations.
Figure from Ref. [64].

Figure 3.3: Dependencies of the short-time self-diffusion of BSA on several con-
trol parameters.
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Ig

As an additional protein, γ-globulin from bovine blood (Ig) is used in this thesis.
Igs are large proteins acting as antibodies in living organisms. Their quaternary
structure consists of two light and two heavy chains which are connected via disul-
fide bridges and form a Y-shaped structure. As an antibody, it has the ability to
bind specific antigens. As can be seen in Figure 3.2d, it consists mainly of β-sheets.
It should be emphasized that the Ig used are not monoclonal but are a mixture of
polyclonal different types of immunoglobulins. Since the overall structure of the
different immunoglobulins is similar, their global dynamics can be investigated by
assuming only one type of tracer molecule. Also, the overall internal dynamics
should be comparable between different immunoglobulins. Besides its unambigu-
ous role in the health system of mammals, specially designed antibodies can be
used in medical applications such as targeting cancer cells or as vaccines.

Grimaldo et al. [120] investigated the short-time self-diffusion as a function of
the volume fraction (Figure 3.4, top). Similar to the case of BSA [109], a good
agreement with the translational short-time self-diffusion can be observed, if an
effective volume fraction is used (Figure 3.4, bottom). No cluster formation is
observed in this mixture of polyclonal Ig.

If polyethylene glycol (PEG) is added to the solution, the proteins can separate
into a protein rich and a protein poor phase, due to depletion interactions [121].
At high temperatures, the solutions are homogeneous and phases separate if they
are cooled down. This upper critical solution temperature (UCST) is therefore in
contrast to the LCST behavior observed with multivalent salts and BSA, which
were described in the previous subsection. If the temperature is quenched far
enough into the phase separation regime, certain sample conditions can end up
in an arrested state. The structural evolution can be followed with techniques
such as USAXS and VSANS [121] or with X-ray photon correlation spectroscopy
(XPCS) [122].

For this thesis, Ig was purchased from Sigma-Aldrich (Merck, G5009: ≥99%
agarose gel electrophoresis) and used without further purification. Analyzed data
is presented in Chapter 6 and Chapter 7.

BLG

Another protein investigated in this thesis is β-lactoglobulin (BLG). Similar to
BSA, it serves as a transport protein and has several binding sites [123]. It is the
major whey protein in milk of ruminants [124] and mainly involved in the transport
of hydrophobic molecules [125]. A pH dependent structural change offers access
to a binding site for retinol [124, 126, 127].

Anghel et al. [125] investigated the structural changes with SANS and SAXS
of BLG as a function of pH and salt concentration (NaCl).
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Figure 3.4: Short-time self-diffusion coefficient of Ig as a function of the volume
fraction. Figure from Ref. 120.

Zhang et al. [123] investigated the simultaneous binding of different ligands to
the protein. Sardar et al. [128] were able to control the aggregation behavior of
BLG by adding silver nanoparticles. They observed a specific binding site for the
nanoparticle inducing a rod-like aggregation.

A model describing the kinetic pathway of thermal denaturation was developed
by Tolkach et al. [129]. They also investigated the influence of the heat treatment
time onto the different states of the denaturation. Dumay et al. [130] investigated
pressure induced unfolding of BLG and reported that the addition of sucrose to
the solution stabilizes the protein.

Braun et al. [131] investigated the short-time self-diffusion as well as the short-
time collective diffusion of BLG as a function of the volume fraction with NBS and
NSE, respectively. By comparing the results with results from SAXS, a crowding
induced cluster formation could be observed. By comparing the short-time self-
diffusion with theoretical predictions, such a cluster formation is also already
visible (Figure 3.5).

Similar to BSA, the system is characterized by a reentrant phase diagram, if
multivalent salts (such as CdCl2, ZnCl2 or YCl3) are added. In contrast to the
LCST-LLPS observed for BSA, in the case of BLG, the system is characterized by
a UCST [132]. In addition to the LLPS behavior, also crystallization can occur in
these systems [41, 133, 134]. By carefully adapting the protein concentration, salt
concentration and temperature, the crystallization pathway, its speed and also the
final crystal structure can be modified. Within the framework of this thesis, differ-
ent crystallization conditions in aquaeous (D2O) solutions in the presence of ZnCl2
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Figure 3.5: Short-time self-diffusion coefficient of BLG as a function of the vol-
ume fraction. Dashed and dotted lines describe the volume fraction dependencies
of dimers and tetramers, respectively. The measurements were performed at 295 K.
Figure taken from Ref. 131.

were determined to obtain sufficiently slow crystallizing samples for the neutron
experiments. For some samples, it was found that the crystallization process could
be triggered by lowering the temperature. One sample was stable at 295K and
crystallized when the temperature was lowered to 280K. In the presence of CdCl2,
no such temperature dependence was observed. On the one hand, certain condi-
tions (e.g. BLG cp = 100 mg

ml
, cs = 35mM ZnCl2) were found with crystals having

the same Bragg peaks as the ones of BLG crystals grown in CdCl2 solutions as
already reported by Sohmen [135]. On the other hand, slight deviations on the salt
concentrations (BLG cp = 100 mg

ml
, cs = 20mM) can result in different Bragg peak

positions as the one presented in Chapter 9 (Ref. 136). Further studies might
focus on the effect of salt concentration and temperature on the crystallization
behavior. BLG, used in this thesis, was purchased from Sigma-Aldrich (Merck;
L3908: ≥90% (PAGE), lyophilized powder) and used without further purification
and was used in Chapter 7, Chapter 9 and Appendix A.

OVA

Ovalbumin (OVA) has early been subject of investigation due to the fact that it
can be extracted from eggs as shown by Kekwick et al. [137]. Its self-diffusion has
been investigated with NMR [138, 139]. The influence of pH on the volume of OVA
[140] has also been investigated as well as the influence on the mobility determined
with electrophoresis [141]. The influence of ionic strength on the diffusion was
investigated with gel electrophoreses by Johnson et al. [142] and with SAXS by
Ianeselli et al. [143]. In both cases the results were compared with data from BSA.

Scott et al. [144] investigated OVA solutions with different methods (DLS,
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Table 3.3: Properties of the different cations used in the thesis.
Cation Y3+ La3+ Zn2+ Cd2+

Charge in solution 3+ 3+ 2+ 2+
Coordination number 8.0[155] 9.1[156] 6[155] 6[155]
Ionic radius [Å] 1.019 [155] 1.250[156] 0.740[155] 0.95
Used in Chapter 8,B 8 9 A

analytical ultracentrifugation and SAXS), after several SAXS studies reporting
dimers [143, 145–147] published contradicting results from static light scattering
(SLS) [148] and analytical ultracentrifugation [149–151] which observed monomeric
OVA in solutions.

McKenzie et al. [152, 153] compared the urea induced denaturation of OVA
with BSA by sedimentation, viscosity and diffusion measurements as well as with
measurements of the optical rotation and gelation and UV absorption. Fourier
Transform Raman Spectroscopy was used to study differently treated OVA (heat,
pressure) and compared with the results of BLG [154].

OVA was purchased from Sigma-Aldrich (Merck; A5503: lyophilized powder,
≥98% (agarose gel electrophoresis) ) and used without further purification. It was
used in Chapter 7.

3.1.3 Multivalent Salts

In several studies multivalent salts were added to the protein solutions. Table 3.3
shows the salts used with some selected properties. Different multivalent salts
interact in various ways with the proteins. General properties of the protein salt
interactions and properties of the resulting phase diagrams are reviewed in Sec-
tion 1.2.2 as well as in Chapter 8, Chapter 9 and Appendix A. Detailed compar-
isons of the trivalent salts are given by Matsarskaia [31]. The salts were purchased
from Sigma Aldrich with guaranteed purities of 97% for ZnCl2(96468), 99.99% for
CdCl2(202908) and 99.99% for YCl3(451363). For the study in Chapter 8, YCl3
(18682, 99.9% purity) and LaCl3 (87911, anhydrous, 99.9% purity) were purchased
from Alpha Aesar.

3.2 Instrumentation
The aim of this section is to give a short overview of the used techniques. A brief
overview is given here, more detailed description can be found e.g. in Refs. 46, 48.

3.2.1 Neutron Production

Different neutron scattering techniques are employed in this thesis to investigate
specific properties of the samples. Neutrons can be obtained from different sources
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in a sufficiently high flux for neutron scattering. The two principal methods, both
used in this thesis, are presented in the following sections.

Reactor Based Neutron Sources

In reactor-based neutron sources, nuclear fission reactions are used to produce
neutrons. Having absorbed a neutron, heavy nuclei decay into lighter fission prod-
ucts. Several fissile nuclei are known, such as 233U, 235U, 239Pu or 241Pu [157]. In
the case of 235U, used at the Institut Laue-Langevin (ILL), the uranium which has
captured a neutron can decay to different fission products, e.g.

n+235U→236U∗ →134Xe+100Sr+2n.

Alternative decays of 236U∗ lead to an average release of 2.5 neutrons per decaying
uranium isotope. The neutrons released by the fission process have a kinetic energy
which is more than a factor 1000 too high to induce a new fission. To obtain a self-
sustaining reaction, the neutrons have to be slowed down by collisions with other
light atoms e.g. from graphite or from heavy water. The absorbed heat energy
(∼ 180MeV per fission process) [48] has to be guided away from the core. The
neutrons are thus slowed down and their energy distribution can be described by
a Maxwell distribution (see Section 2.2) with an averaged moderator temperature
of T≈ 300K. If neutrons are needed with different energy distributions, addi-
tional moderators can shift the Maxwellian distribution to lower temperatures
(D2, TM ≈ 25K) or higher temperatures (graphite, TM ≈ 2000K)[44].

Recent research reactors reach neutron fluxes up to Φ ≈ 1015 neutrons
s·cm2 [54, 158].

Spallation Neutron Sources

Since the neutron flux at reactors is limited by fundamental principal constraints
such as the heat removal rate and operating safety considerations [157], pulsed
sources can be constructed, which overcome some of these problems. The produced
heat can be removed within the “dark time” where no neutrons are produced. By
using either liquid or rotating targets, it is possible to obtain a significantly higher
neutron peak flux. For the neutron production, protons coming from an accelera-
tor are guided onto the target, often having a pulsed time structure. The metallic
target, absorbing the neutron, “boils-off” particles. Among them, there are roughly
20 neutrons per fission process [159]. The different spallation products are sepa-
rated from each other by different methods. Later, the neutrons are moderated
similarly to the ones in the reactor based neutron source. Given the pulsed struc-
ture of the neutron beam, the instruments can be optimized by using the pulse as
starting point for TOF-instruments.
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Fig. 3.17 Schematics of a small-angle scattering instrument. The wavelength selection is either
performed by a velocity selector or by a chopper cascade, depending on whether one prefers to
work in continuous or time-of-flight mode. In the latter case �Q(θ ; t) is a function of time, while in
the former case it is constant. The incoming beam is defined by a set of apertures d1 and d2 placed
at a collimation distance L1 typically between 10 and 30 m. The size of the apertures defines the
divergence that can be transmitted through the system without scattering at the sample. This direct
beam creates a dark area on the detector covered by a beam stop. If the instrument is well designed,
the intensity due to parasitic scattering should drop off by several orders of magnitude within a few
millimeters from the beam stop. The beam is transported up to the first aperture by a guide system.
The guide system itself is highly adjustable allowing an easy variation of L1. It assures an optimal
filling of the beam defined by the apertures. If for example the maximum divergence �θi < 0.5◦ ,
then for λ > 5 Å a normal Ni coating of the guide is sufficient. The second aperture is placed
close to the sample. The detector is placed in an evacuated flight tube. It has a typical size between
50 × 50 cm2 and 1 × 1 m. It is mounted on a translation stage that allows varying the distance L2

to adapt it to L1. Some SANS machines offer off-center positioning of the beam to cover higher
Q-values

has, however, a very strong influence on the absolute Q-resolution. This is due to
the fact that L defines—for a given wavelength λ—at what distance D the signal
corresponding to a particular Q will be observed in the detector.

�λ/λ is primarily determined by the velocity selector or time-of-flight sys-
tem and thus basically independent of �θ/θ . We thus can add both contributions
quadratically to get:

�Q

Q
=

��
�λ

λ

�2

+
�

�θ

θ

�2

. (3.76)

Evacuated flight chamber

Figure 3.6: Schematic setup of a SANS beamline. Figure modified based on
Ref. 159.

3.2.2 Small Angle Neutron Scattering

Small angle neutron scattering (SANS) probes the structure of inhomogeneities
on the nanometer length scale and offers access to the size and shape as well as to
the interactions between the particles [159]. In Figure 3.6, the general layout of a
SANS instrument is shown. After being guided through a curved guide, blocking
fast neutrons and γ-radiation from the reactor core, the thermal neutrons undergo
a velocity selection via a chopper system or a velocity selector. The neutron beam
is shaped by a collimation system and then guided onto the sample. After being
scattered, the neutrons travel through an evacuated flight chamber before they
hit the detector, where they are detected. By changing the sample-to-detector dis-
tance, the observed q range can be changed. While classical SANS measurements
are preformed with a relatively well defined energy of the incoming neutrons, in a
second mode, short pulses of a white neutron beam can be used to operate a SANS
instrument in a so called TOF mode. By using the TOF in the secondary spec-
trometer, the neutron energy and therefore their wavelength can be determined.
At the same detector pixel, different q values are then detected as a function of
time. This mode offers access to larger q ranges without moving the detector.
By using additional detector panels, the covered q range can be extended even
further [160].

Since the interatomic distances are smaller than the investigated length scales
by SANS, an averaged scattering length density ρ(r⃗) can be used. The scattered
amplitude A(q⃗) can be expressed by integrating over ρ(r⃗) respecting its phase.

A(q⃗) =

∫
ρ(r⃗) exp (−iq⃗ · r⃗) . (3.3)

The principal theoretical background is given in Section 2.3.2. For more detailed
descriptions, literature e.g. by Kline et al. [161] or Baruchel et al. [158] can
be consulted. SANS measurements are performed for the crystallizing samples
presented in Chapter 9.
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3.2.3 Neutron Spin Echo Spectroscopy

Neutron spin echo (NSE) spectroscopy, invented in 1972 [162] takes advantage of
the neutron spin. By guiding a polarized neutron beam through a magnetic field
B⃗ perpendicular to the magnetic moment of the neutron, the latter performs a
Lamor precession with a Larmor frequency ωl = γnB with the gyromagnetic ratio
of the neutron γn = −1.913µn [163]. A schematic view of a NSE spectrometer
is shown in Figure 3.7. Since neutrons passing the polarizer have a spin parallel
to the propagation vector, a π/2 flipper is used to obtain a neutron beam with a
polarization which is orthogonal to k⃗. A neutron which is guided through oppo-
site magnetic fields before and after the scattering process with the sample will
therefore have a phase shift φ of [164]

φ =
B1l1
v1

− B2l2
v2

(3.4)

with li being the length where the magnetic field Bi is applied. In the case of elas-
tic scattering (v1 = v2 = v) and in the case of identical absolute magnetic fields
(l1 = l2 = l and |B1| = |B2|) the phase-shift returns to zero independently from
the incoming energy. However, field inhomogeneities lead to a decay of the (elas-
tic) scattering signal, resulting in observable Fourier times up to several hundred
nanoseconds [166].

In case of an energy shift h̄ω, the phase shift results in

φ =
h̄γnBl

mnv3
ω. (3.5)

By analyzing the scattered neutrons with another polarizer, the probability that
the neutron passes the analyzer and reaches the detector is equal to cos(φ).
Averaging over all energy transfers leads to the total measured scattering signal:

⟨cos(φ)⟩ =

∫
cos
(

h̄γnBl
mnv3

ω
)
S(q, ω)dω∫

S(q, ω)dω
= s(q, t). (3.6)

NSE measures, thus, directly the intermediate scattering function with t = h̄γnBl
mv3

.
In the event that the neutron polarization changes during the scattering process,
the given equation has to be modified [167]:

PNSE = PS ⟨cos(φ)⟩ = PS

∫
cos
(

h̄γnBl
mnv3

ω
)
S(q, ω)dω∫

S(q, ω)dω
(3.7)

As shown by Williams [168], PS = −1/3P0 with P0 being the polarization of the
incident beam for incoherent scattering samples.
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Figure 3.8: Schematic representation of the spin echo group. To obtain one point
of the intermediate scattering function, several points of the echo (marked in red)
have to be measured. Several points (grey) can be added to be more robust against
external influences. Reproduced and modified from Ref. 170.

For P0 = 1, the total detected scattering signal s(q, t) therefore results in [169]

s(q, t) =
Scoh(q, t)− 1

3
Sinc(q, t)

Scoh(q, t = 0)− 1
3
Sinc(q, t = 0)

. (3.8)

To measure the intermediate scattering function as a function of the scattering
vector q, the secondary spectrometer (marked in green in Figure 3.7) is rotated
around the sample. Due to the changing scattering angle, the corresponding scat-
tering vector changes according to Equation 2.4. To investigate the time depen-
dence, it is necessary to slightly change the symmetry of the magnetic field and
therefore scan through the echo group (see Figure 3.8). At least two points have
to be measured to obtain the intermediate scattering function. To be less sensitive
to external influences, usually three or four measurements are performed [164].
Theoretical models to describe the intermediate scattering function are given in
Section 2.4. The envelope of the echo signal is given by the Fourier transform
of the wavelength distribution [169]. NSE measurements are used to access the
collective diffusion during the protein crystallization described in Chapter 9 and
in Appendix B investigating the collective diffusion of BSA with increasing YCl3
concentration at constant temperature.

3.2.4 Neutron Backscattering

The previous section described a method which investigates the intermediate scat-
tering function by profiting from the neutron spin. This section focuses on another
type of instrument which can be used to investigate the QENS. Neutron backscat-
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tering (NBS), which uses mainly the neutron velocity, and therefore its energy,
can also be used to probe the total scattering function. Different types of spec-
trometers are available for performing the NBS experiments. Their differences and
characteristics are explained in this section.

General Layout

Similar to the NSE spectrometer, the NBS spectrometers can be divided into
primary and secondary spectrometers. While the general layout of the secondary
spectrometer is very similar for the different NBS spectrometers, the layout of the
primary spectrometers differs and mainly influences the instrument properties.
The primary spectrometer defines and varies the incoming energy of the neutrons
on the sample, while the secondary spectrometer analyzes the neutron energy and
only detects the neutrons with one specified energy. Knowing the energy difference
between the incoming neutrons and the detected ones, it is possible to determine
the energy transfer.

Different types of primary spectrometers are displayed in Figure 3.9 and will be
discussed in the following paragraphs.

Backscattering Crystal Monochromator Primary Spectrometer

The first type of primary spectrometers defines the energy of the incoming neu-
trons with a monochromator using the Bragg reflection of a crystal. Having a
certain divergence ∆Θ, the reflected neutron beam will have an energy resolution
depending on this divergence as well as on the crystal lattice constant τ and its
corresponding uncertainties. In addition, different flight paths L result in different
flight times tf influencing the final energy resolution [171, 172]:

1

2

∆E

E
=

∆λ

λ
=

∆k

k
=

√(
∆τ

τ

)2

+ (∆Θ · cotΘ)2 +

(
∆tf
tf

)2

+

(
∆L

L

)2

(3.9)

Simpler instrument geometries can be achieved by deviating from the perfect
backscattering geometry (Θ = 90◦). As shown in Figure 3.9a, this deviation can
be quantified by another angle ε. However, since Θ is replaced by (Θ + ε) in
Equation 3.9, this deviation contributes to the energy resolution. By minimizing ε,
the second term of Equation 3.9 vanishes. This geometry can only be achieved if a
reflecting chopper is used as shown in Figure 3.9b. The chopper can also serve as a
phase space transformer, which increases the divergence of the neutron beam, but
simultaneously increases the neutron flux at the sample position [173]. While the
layout represented in Figure 3.9a can be used with a continuous neutron flux at the
sample position and analyzers are oriented in such a way that the detectors cannot
capture neutrons directly scattered from the sample, the layout from Figure 3.9b
already offers a pulsed beam at the sample position which can be used to select
analyzed neutrons via TOF.
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out of the way at the time when the neutrons come back from the monochromator.
The moving deflector is built as a chopper, which is needed anyway for
maintaining perfect BS in the secondary spectrometer. In the latest generation of
BS spectrometers this deflector chopper takes an additional function as phase

space transformation device (see section 6.3).
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Figure 4 - Schematic view of BS primary spectrometers at reactors:s
a - first generation spectrometer with monochromator close to backscattering
located in the primary beam. b - second generation spectrometer in perfect back-
scattering (after ref. [5 1] ). c - spallation source-BS instrument with chopper system
to determine TOF. d - Schematic view of the secondary spectrometer of BS instru-
ments (M = monitor).

White

Figure 3.9: Schematic drawings of different primary backscattering spectrometers
for neutron backscattering instruments. Figure modified from Ref. 171.

Time of Flight Primary Spectrometer

Besides the primary spectrometers which use crystals to obtain a monochromatic
beam, the non-relativistic velocities of the neutrons can be used to obtain neutrons
with a specified energy. Therefore, a first chopper system is used to obtain a
pulsed white neutron beam. Due to the dispersion relation, the neutrons pass
the distance to the second chopper with different flight times. By adapting the
phase of the second chopper, it is possible to select only neutrons with a specified
neutron energy. Since no monochromator crystal is used, the first two terms in
Equation 3.9 do not exist for this type of primary spectrometer. At pulsed sources,
the first chopper system is in principle already given by the source itself.

Secondary Spectrometer

The aim of the secondary spectrometer is to detect only neutrons with a speci-
fied energy. In addition, dependence of the scattering function on the scattering
vector q is of great interest. To obtain the desired information, analyzer crystals
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Figure 3.10: Schematic drawing of a classical secondary backscattering spectro-
meter for neutron backscattering instruments. Typical sample to analyzer dis-
tances is in the order of two meters. Figure taken from Ref. 171.

are positioned around the scattering sample covering a large fraction of the solid
angle. By positioning the crystals on a spherical surface with the sample in the
center (Figure 3.10), it is possible to approach the backscattering condition. In
case of pulsed neutron beams, the backscattering condition can be fulfilled since
neutrons being scattered directly into the detector can be separated from the an-
alyzed ones by the time of flight. For continuous neutron beams the analyzers
can be positioned in such a way that the neutrons do not pass a second time
through the sample. The energy resolution of the secondary spectrometer can be
described similarly to the primary spectrometer with Equation 3.9. Mainly the
first two contributions are important for the secondary spectrometer. Depending
on the desired resolution, the vertical temperature gradient has to be adapted to
compensate the influence of gravity on the neutrons [174].

Types of Spectra

The different primary spectrometers result in various NBS spectrometers with
their own characteristics. In the following section, different types of spectra are
presented.

TOF-Spectra with Choppers: By using choppers to define the incoming neu-
tron energy, it is possible to investigate non-centered energy transfer windows if
the phases between the two choppers are varied [175]. In addition, the energy reso-
lution can be adapted if different slit widths are available on the choppers [66]. By
accepting slightly worse energy resolutions, it is possible to measure energy trans-
fers up to the meV energy range. While spectrometers located at pulsed spallation
sources can be optimized to use as many neutrons as possible and profit from the
pulsed beam structure [172], spectrometers installed at continuous reactors can
profit from the higher flexibility [66, 175].
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Since the energy of the detected neutrons is fixed by the analyzer crystals, the
flight-time of the neutron in the secondary spectrometer can easily be calculated.
Given the pulsed structure of the beam, it is then also possible to determine
the energy of the neutron before the scattering event and thus also the energy
transfer. It is therefore crucial to obtain the time dependence of the detected
neutrons with respect to the time t0 defined by the choppers. TOF-backscattering
spectra analyzed in Chapter 4 and in Chapter 8 are collected on BATS and on
BASIS, respectively.

Spectra Using Monochromator Crystals: Alternatively to the use of chop-
pers, crystals can be used to obtain a monochromatic neutron beam. If applied
in the backscattering geometry, this option allows higher energy resolutions than
primary spectrometers which only use choppers to define the incoming energy. To
vary the incoming energy, several options can be used, which are presented in a
schematic view in Figure 3.11.

1. If the monochromator crystal can be moved, the energy of the neutrons
guided onto the sample can be modified by using the longitudinal Doppler
effect [176, 177]. The neutrons are reflected on the moving crystal, where
the effective crystal lattice of the crystal changes as a function of the crystal
speed. Using a sinusoidal velocity profile, it is possible to observe a quasi-
continuous QENS spectrum with energy offsets up to ∆E = 30µeV on
IN16B [176]. At least one chopper is needed for the design to avoid frame
overlaps in the spectra. This operating version is shown in blue in Fig-
ure 3.11. Data collected with this classical set-up of IN16B are analyzed in
Chapter 7 and Chapter 9.

2. In case the monochromator crystal is not moved, elastic fixed window scans
(EFWSs) can be performed by using identical crystals for the monochroma-
tor and for the analyzers. Compared to the full NBS spectra, significantly less
information is contained in the measured spectra, but the measurement time
is significantly reduced. To measure neutrons with one fixed energy transfer,
i.e. by a so called inelastic fixed window scan (IFWS), the monochromator
crystal can be moved with a zigzag-like displacement profile dmono, resulting
in a bimodal neutron velocity distribution centered around the energy cha-
racterizing the Bragg reflection on a non-moving crystal. The corresponding
velocity profiles are shown in orange and green for the EFWS and IFWS in
Figure 3.11, respectively. Methods for the analysis and some experimental
examples are shown in Chapter 5.

3. IFWS can also be obtained by using a monochromator crystal with a differ-
ent crystal lattice spacing. This constant energy offset is due to the different
lattice constants. This option is represented in violet in Figure 3.11.
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Figure 3.11: Different operation modes for backscattering spectrometers using a
movable monochromator crystal. Blue, violet, green and orange lines represent the
operation mode with a sinusoidal velocity profile, a stationary heated monochro-
mator crystal, as well as the ones for IFWS and EFWS respectively. The left
subplot shows the displacement profile dmono as a function of time. The effective
lattice distance dlatt as well as the energy transfer observed by the reflected neu-
trons is shown as a time dependence in the middle graph. It is assumed to have
the same crystals and orientations for monochromator and analyzer. The right
subplot shows the detected scattering signal for the corresponding scenario.

4. Thermal expansion of the crystals changes the lattice distance of the crystals.
To measure different energy transfers, the crystal temperature has therefore
to be changed. Instruments such as IN13 or the GaAs prototype option
for IN16B, both located at the ILL, make use of this technique. Measuring
quasi-continuous QENS spectra is therefore time consuming and limiting to
discrete energy offsets is of interest. Similar to the method above, where the
change in the crystal lattice was achieved by choosing another crystal, this
method is represented in violet in Figure 3.11.

In the first part of this chapter, different materials used in this thesis were
presented. In the second part of the chapter, the different instruments used and
its different measurement techniques were explained.
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Abstract
Novel cold neutron backscattering spectrometers contribute substantially to the
understanding of the diffusive dynamics of proteins in dense aqueous suspen-
sions. Such suspensions are fundamentally interesting for instance in terms of
the so-called macromolecular crowding, protein cluster formation, gelation, and
self-assembly. Notably, backscattering spectrometers with the highest flux can
simultaneously access the center-of-mass diffusion of the proteins and the super-
imposed internal molecular diffusive motions. The nearly complete absence of
protein-protein collisions on the accessible nanosecond observation time scale even
in dense protein suspensions implies that neutron backscattering accesses the so-
called short-time limit for the center-of-mass diffusion. This limit is particularly in-
teresting in terms of a theoretical understanding by concepts from colloid physics.
Here we briefly review recent progress in studying protein dynamics achieved with
the latest generation of backscattering spectrometers. We illustrate this progress
by the first data from a protein solution using the backscattering-and-time-of-flight
option BATS on IN16B at the ILL and we outline future perspectives.

4.1 Introduction
Proteins in aqueous liquid suspensions are subject to a superposition of their
center-of-mass diffusion and their internal diffusive molecular motions. These
diffusive motions on the nanometer length scale can generally be well accessed by
neutron backscattering spectrometers. When such a backscattering experiment
probes protonated tracer proteins dissolved in heavy water (D2O), the recorded
signal from the incoherent scattering of the proteins informs on their self-diffusive
dynamics. The complexity of this hierarchically superimposed center-of-mass and
internal dynamics in dense aqueous protein solutions has been subject to numerous
studies using neutron spectroscopy [33, 64, 96, 111, 120, 131, 178–182]. On the
nanosecond time scale observed in a backscattering experiment, the measured
protein center-of-mass diffusion corresponds to the colloidal short-time limit, on
which protein-protein collisions are negligible and hydrodynamic interactions are
dominant [109], providing one of the aspects of the useful complementarity of
quasi-elastic neutron scattering (QENS) to nuclear magnetic resonance (NMR)
measurements on protein solutions. The center-of-mass diffusion is represented
by an observable apparent diffusion coefficient D which is an implicit function
D = D(Dt, Dr) of the translationalDt and rotationalDr diffusion coefficients [109,
110]. In the short-time limit, colloid physics models describing the diffusion of
hard spheres [58] can be applied to quantitatively understand the dependence of
Dt = Dt(φ) and Dr = Dr(φ) on the volume fraction φ occupied by the proteins
in the sample solution [109]. Neutron backscattering experiments have already
explored protein solutions in a wide range of protein concentrations from below
50mg/ml up to above 500 mg/ml [109, 181]. Current topics of interest include for
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instance the investigation of protein cluster formation [33, 96, 131], the dynamics
of intrinsically disordered proteins [179, 183], and thermal unfolding [64, 111].
Moreover, the effect of ion-induced charges in protein solutions has moved into
the focus of current research, driven by a mutual inspiration of experiments on the
phase behavior of protein solutions tuned by the presence of multivalent salts [23,
33, 184] and the theory of so-called patchy colloids (Refs. [35, 185] and references
therein).

The quasi-elastic scattering signal S(q, ω) from a protein solution depending on
the energy transfer ω and magnitude of the scattering vector q can be modeled
by [64]

S(q, ω) = R(q, ω) ⊗ { β(q) [ A0(q)L (γ(q), ω) +

(1− A0(q))L (Γ(q) + γ(q), ω)]

+βD2O(q)L (γD2O(q), ω) } , (4.1)

where R is the spectrometer resolution function, β, βD2O and A0 are scalars,
and L Lorentzian functions. The symbol ⊗ represents the convolution. The
Lorentzian widths γ, Γ, and γD2O are associated with the center-of-mass and inter-
nal diffusion of the proteins and with the D2O solvent contribution, respectively.
A0(q) is the elastic incoherent structure factor (EISF). L (Γ(q) + γ(q), ω) may
be replaced by a more general function such as a generalized model of internal
diffusivity [63, 64], the Fourier transform of a Kohlrausch [111, 182, 186, 187] or
Mittag-Leffler [188–190] function, or the result of a molecular dynamics simula-
tion, if applicable. In reported backscattering experiments on protein solutions, the
apparent center-of-mass diffusion was consistent with simple Brownian diffusion,
γ(q) = D q2 [96, 109, 120, 131].

To best measure S(q, ω) (Equation 4.1), a good energy resolution to best capture
γ(q) as well as sufficient ranges in q and ω to access A0(q) and Γ(q) are required,
as discussed in the following section.

4.2 Progress in Backscattering Instrumentation
Cold neutron backscattering spectrometers outfitted with Silicon(111) analyzer
crystals associated with the elastic wavelength λ ≈ 6.27Å are ideally suited to
observe the short-time center-of-mass self-diffusion and the superimposed internal
diffusion. For a good comparison of the experimental EISF to models, a high
maximum q of nearly 2 Å−1 as obtained with Si(111) analyzer crystals is very
useful. An energy resolution on the order of 1µeV is required to measure the
center-of-mass diffusion. To also access the internal dynamics, a sufficient energy
range is additionally needed. Finally, the possibility to simultaneously measure
both the center-of-mass diffusion of proteins in rather dilute aqueous solutions
and the internal molecular motions of these proteins requires the high flux and
good signal-to-noise ratios of the most recent backscattering spectrometers [172,
176, 191–194]. These spectrometers are located at the brightest cold neutron
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sources [195, 196] and are based on advances in neutron optics such as the phase
space transformation in the case of exact backscattering [173] and modern neutron
guide layouts [197].

So far, backscattering spectrometers have followed two complementary design
concepts: (1) the concept of exact backscattering, where both the monochromator
and analyzer single crystal reciprocal lattice vectors are oriented precisely paral-
lel to the neutron optical axis and, thus, achieving the best energy resolution.
These instruments are typically located at neutron sources that are continuous in
time [191, 193, 198]. The excellent energy resolution in this design comes at the
cost of a limited maximum energy transfer range given by the requirement that
this transfer can with the current state-of-the-art only be reasonably achieved
by carrying out the monochromatizing Bragg reflection in a mechanically mov-
ing reference frame. (2) The alternative design concept obtains the wavelength
definition of the incident beam at the sample position by the spread with flight
time of an initially very brief but polychromatic neutron pulse [172, 191, 199, 200].
This design increases the energy range and comes at the expense of a lower energy
resolution compared to concept (1).

The spectrometer IN16B [191, 201] combined with its optional configuration
denoted BATS (Backscattering-And-Time-of-flight Spectrometer) [66, 192] for the
first time aims at providing both these concepts in one single instrument, where
the BATS option represents concept (2). BATS notably provides the possibility
to tune the energy range and resolution within certain ranges by changing the
chopper settings [66]. For more detailed information we refer to the dedicated
article on BATS within this proceedings volume. In the following section we
report on the first application of the BATS option to record a QENS spectrum on
a protein solution sample.

4.3 First QENS Signal from a Protein Solution
using BATS

During the first ILL reactor cycle with IN16B operating in the BATS configu-
ration (March/April 2018), we have recorded QENS data on a solution of BSA
proteins dissolved in heavy water (D2O). The sample was prepared by dissolving
mp = 300mg of BSA powder as purchased from Sigma-Aldrich (catalog number
A3059, batch number SLBR6762V) without further purification in V = 1.5mL
D2O, such that the dry protein volume fraction in the sample solution amounted to
φ = mpvp/(V +mpvp) ≈ 0.13 with the specific volume of BSA vp = 0.735mL/g [96,
109]. Part of the prepared sample solution was filled in a cylindrical Al sample
holder with 7mm outer diameter and 0.2mm difference between the inner and
outer cylinder walls. Pure D2O reference data and empty can data were recorded
using equivalent sample holders.
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Figure 4.1: First spectrum (circle symbols) from a bovine serum albumin (BSA)
protein solution in D2O recorded using the new BATS option of IN16B in a
single tube of the position-sensitive detector (PSD); Top: PSD tube number 1,
q = 0.44Å−1; Bottom: PSD tube 14, q = 1.79Å−1. The square symbols denote
the corresponding pure D2O solvent reference spectrum. The red solid line super-
imposed on the BSA/D2O spectrum denotes the fit of Equation 4.1 consisting of
the Lorentzian contributions with the widths γ, Γ, and γD2O, respectively, assigned
to the global diffusion (dashed-dotted line), internal diffusion (dash line) and wa-
ter contribution (solid line superimposed on the D2O spectrum). The diamond
symbols represent the resolution function measured using Vanadium.
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Figure 4.2: Fit result for the Lorenztian widths γ (circle symbols) and Γ (squares)
associated with the global and internal diffusive motions of the proteins, re-
spectively, to the spectrum recorded on BSA in D2O (Figure 4.1) according to
Equation 4.1. The line superimposed on the circles is a fit of an affine function
γ = Dq2 + const. (see text).

The QENS data were measured at the temperature T = 295K thermostated by
a cryofurnace. The energy resolution was measured with a cylindrical Vanadium
foil with the slightly smaller diameter of ≈ 6mm than the sample cell, thus result-
ing in a slightly better resolution than actually achieved on the sample itself. The
resolution linewidth was found to be (3.1 ± 0.2)µeV Gaussian full width at half
maximum (FWHM) when fitting Vanadium spectra recorded in individual detec-
tors. When summing the Vanadium spectra of all detectors, the thus obtained
integrated resolution amounted to ≈ 3.3µeV FWHM.

BATS was used in the “low repetition rate configuration” [66] with the first
counter-rotating chopper-pair using the 20.5◦ slits and spinning at 79Hz, i.e.
serving as suppressor choppers, and the second pair set to 8◦ slits and 315Hz,
i.e. serving as the resolution-defining choppers. It is emphasized that during the
reported test experiment the specific neutron optics for BATS, namely focus optics
at the choppers and before the sample, was not yet installed. Therefore, the flux
at the sample was substantially below the expected final flux. The neutrons were
detected by a vertically position-sensitive detector (PSD) consisting of 16 vertical
tubes used to obtain 16 discrete q-values in the horizontal scattering plane.

The thus obtained first spectrum from a protein solution is depicted in Fig-
ure 4.1 (circle symbols) for two q-values, along with the corresponding pure D2O
signal (square symbols) and fit result using Equation 4.1 (lines). The counting
time for the BSA and the D2O spectrum amounted to ≈ 6.5 hours each. The
empty can contribution has been subtracted from the BSA/D2O and pure D2O
signals. The Vanadium spectrum (diamond symbols in Figure 4.1) was measured
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Figure 4.3: EISF A0(q) of BSA in D2O resulting from the fit of Equation 4.1
to the spectra displayed in Figure 4.1 (red square symbols). The EISF obtained
from a fit of a spectrum recorded on IN16B in the exact-backscattering setup
(energy resolution ≈ 0.8µeV) is shown for reference (blue circle symbols). (Note
that the detectors at the two smallest q-values visible in the IN16B results were
not installed on BATS. The lines connecting the symbols are guides to the eye.)

without a can. The Figure 4.1 illustrates the measured range in energy transfer of
−180µeV≤ h̄ω ≤ +180µeV, the good visibility of the solvent D2O contribution
on this range, and the convergence of the protein solution and solvent reference
spectra for large absolute values of ω.

Specific IN16B/BATS software implemented in GNU Octave was used for the
initial data reduction. The data analysis was carried out using software imple-
mented in MATLAB (The MathWorks, Inc.) [61]. The fit of Equation 4.1 (lines
in Figure 4.1) demonstrates the analysis of the first spectrum from a protein so-
lution measured on BATS. This fit was carried out for the spectra at each q-value
individually, i.e. without imposing any q-dependence in the fit. The width γD2O

of the Lorentzian describing the water contribution was fixed using tabled values
for D2O [61]. βD2O was fixed using the rescaled pure solvent signal to account for
the volume occupied by the proteins [61].

The width γ(q) (circle symbols in Figure 4.2) accounting for the global diffusion
can be fitted by a straight line (superimposed on the circle symbols in Figure 4.2).
The slope of this line results in an apparent diffusion coefficient D = γ(q)/q2 =
(4.39±0.72)Å2/ns consistent with earlier IN16B results (D = (4.14± 0.40)Å2/ns
[96]) on an equivalent sample. However, the offset γ = Dq2+(1.6±0.6)µeV of this
line is not yet understood. It might arise from a partial cross-talking of contribu-
tions from the global and internal diffusion due to the broader energy resolution
compared to IN16B, from an insufficient description of the internal motions by
only a single Lorentzian [64], from a possibly energy-dependent background con-
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tribution, and from the resolution data measured in a slightly different geometry.
The fit result for the linewidth Γ (square symbols in Figure 4.2) is consistent

within the errors with previous results from IN16B in the intermediate q-range.
The expected improved signal-to-noise ratio with the full implementation of the
BATS neutron optics will substantially increase the accuracy of this information
and allow for fitting more complex models. The EISF A0(q) (Figure 4.3) is reason-
ably close to a previous IN16B result. In view of the broader energy resolution of
BATS, it is consistently slightly above the IN16B result by sampling more motions
as “static” within the resolution.

Some uncertainties remain regarding this first test spectrum on a single sample
and its interpretation, since the resolution was measured with a slightly differ-
ent geometry and since an old batch of BSA proteins was used. Moreover, an
energy-dependent background may be present in the measured data, which was
not considered in the analysis. For these reasons, the present data and analysis
cannot serve as quantitative reference for future studies. Nevertheless, these first
data outline the promising possibilities with the large ω-range and the good energy
resolution in a large q-range.

4.4 Conclusions and Outlook
In this proceedings article we have discussed the use of cold neutron backscattering
spectrometers to study the superimposed center-of-mass and internal molecular
diffusivities of proteins in aqueous solutions. We have shown the first commis-
sioning data recorded employing the new instrument option BATS at IN16B on a
liquid suspension of BSA proteins in D2O. These data provide a proof of concept
prior to the full implementation of all neutron optics in the BATS configuration
and, thus, prior to the implementation of the full design neutron flux in the BATS
configuration. Moreover, these data can already be quantitatively analyzed using
established frameworks, thus pointing to the future possibilities when the full flux
and optimized signal-to-noise ratio will be achieved on BATS. We have highlighted
the need for versatile backscattering options with complementary energy ranges
and resolutions to study the dynamics of proteins in water. Notably, IN16B and
its BATS option will provide a choice of different energy resolutions and ranges
that would otherwise require the use of several instruments. These new backscat-
tering options open up perspectives for a systematic study of various topics such
as the crowding effect in protein solutions, the formation of static or transient pro-
tein clusters, the self-assembly of protein aggregates, the thermal unfolding and
denaturing of proteins, and the effect of salt-induced charges in protein solutions.
These experiments will profit from the large and well-suited range in q – to access
the EISF and the q-dependence of the diffusion processes – as well as ω – to access
both the center-of-mass and internal molecular diffusion. The increased range in
ω will benefit amongst other topics the experiments on more dilute protein sus-
pensions as well as at elevated temperatures where the overall dynamics becomes
too fast for the energy range covered by the exact backscattering configuration.
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Chapter 5

Elastic and Inelastic Fixed Window
Scans

This chapter will become part of a publication on methods for data analysis
of elastic and inelastic fixed window scans.

5.1 Motivation
To collect classical neutron backscattering (NBS) spectra with a quasi-continuous
energy transfer from highly concentrated protein solutions (cp ≃ 100 mg

ml
) with good

statistics, measurements of several hours are necessary. In the case of samples
with low concentrations (e.g. cp ≃ 50 mg

ml
), even longer measurement times are

required to obtain full NBS spectra with comparable statistics. In addition to the
efficient use of allocated beamtime, the interest in phase transitions and therefore
in samples developing with time due to a change in control parameters such as
temperature [64], pressure [202], illumination [203, 204] or chemical potential [33]
has increased recently.

These features can be investigated thanks to recent technical developments of
NBS spectrometers, which lead to higher signal-to-noise ratios up to 1:40000 [194].
New neutron guides and new focusing options also increase the neutron flux on the
sample position, therefore allowing to observe changes in the short-time dynamics
of the proteins on a kinetic time-scale of 15 minutes using a floating average [136].
More detailed explanations concerning this method are given in Chapter 9. How-
ever, floating averages smear out events that happen on a kinetic time-scale lower
than the measurement time for one spectrum. Thus, to obtain a good time-resolved
spectrum, high intensity measurements with good statistics are needed on shorter
time scales. As the neutron flux is limited by the neutron source, the statistics
for full spectra cannot be enhanced by increasing the neutron flux. Instead, the
scattering signal can be obtained on shorter time scales by only investigating neu-
trons, which have passed a defined energy transfer h̄ω during the scattering pro-
cess. Using a primary spectrometer with a Doppler-driven monochromator crystal,
such as present at the cold neutron backscattering spectrometer (IN16B), it is pos-
sible to collect scattering signals with fixed energy transfers up to h̄ω = 10µeV
within less than ten minutes. As explained in Section 3.2.4, in this case the veloc-
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ity profile of the monochromator crystal is changed in such a way that it passes
a major part of the available distance with a constant speed, which results in a
constant energy transfer of the neutrons finally detected. Spectra collected this
way are called fixed window scans (FWSs). If the monochromator is not moving
and is equipped with the same crystals as the analyzers (i.e. same orientation
and temperature), the energy transfer observed is zero and the collected spectrum
is called an elastic fixed window scan (EFWS). In the case of non-zero energy
transfers, the spectra are called inelastic fixed window scan (IFWS).

Technically, as mentioned in Section 3.2.4, energy offsets might also be measured
by another lattice distance by either changing the temperature of the monochro-
mator crystal or by using a different crystal or a different crystal orientation.

As the observed energy interval is limited, this measurement type cannot provide
the same amount of information as full quasi-elastic neutron scattering (QENS)
measurements. Nevertheless, the possibility to investigate kinetic processes offers
interesting new insights into short-time diffusive behaviors. Depending on the
investigated sample, FWS might be the preferred measurement technique.

The aim of this chapter is to point out different methods to analyze the elastic
and inelastic fixed window scan (E/IFWS) measured on protein solutions. Sec-
tion 5.2 provides a short overview of some examples of elastic incoherent neutron
scattering (EINS), i.e. EFWS which are dominated by the incoherent scattering,
measured on protein solutions, while EFWS and IFWS are modeled in Section 5.3
based on the description of full QENS experimental spectra by Grimaldo et al.
[64]. Using these modeled EFWS, influences of the chosen fit interval on the fit
results are discussed and compared to experimental results obtained by L. Bühl
[205] in Section 5.4. In Section 5.5 to Section 5.7, new approaches for analyzing
EFWS combined with IFWS are explained based on the modeled data described
in Section 5.3. The results are also compared with experimental values.

5.2 EINS of Dissolved Proteins
The majority of EINS measurements on proteins are performed on dry or on
hydrogenated samples [206–208]. Only a limited number of studies on dissolved
proteins at ambient pressure have been reported in the literature reviewed in [13].
Given the limited amount of sample points, the analysis of the spectra is mainly
restricted to a mean squared displacement (MSD) averaging over the different
hierarchical dynamics measurable on the time-scale given by the instrumental
resolution [13]. Several examples with different fit approaches are reviewed in the
following.

Wood et al. [208] suggested to combine the MSD obtained from EINS with
information on global diffusion obtained from neutron spin echo (NSE) data to
extract the internal diffusion of Ribonuclease A.

Hennig et al. [111] determined temperature-dependent MSD values from EINS.
They used this temperature dependence together with the global diffusion ob-
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tained from full NBS spectra to extract the internal dynamics of bovine serum
albumin (BSA) during thermal denaturation.

Caronna et al. [209] measured the temperature-dependent dynamics of hemoglo-
bin with EINS. Using a deuterated glycerol-water mixture as a solvent, the authors
investigated a larger temperature range than the one accessible with pure D2O due
to its freezing point. They found significant differences in the MSD obtained from
EINS on the spectrometers IN13 and IN16 for temperatures T > 250K, while
below this value, the MSD observed were comparable. Given the significantly
better energy resolution of IN16 (see also Section 5.6), this might be linked to the
different observation times. In addition, the different q ranges accessed by IN13
and IN16 might influence the validity of the Gaussian approximation [210].

Al-Ayoubi et al. [202] investigated the enzymatic activity of lactate dehydro-
genase in D2O based TrisHCl buffer as a function of pressure and co-solvents.
Due to the broader energy resolution of IN13 compared to IN16B the global diffu-
sion is masked out. The measured EINS spectra therefore offer access to a MSD
investigating mainly the fast internal dynamics.

This section provided a short review of EINS measurements of protein solutions.
In the following sections, different methods for analyzing the FWS are reviewed
and new methods are presented.

5.3 Modeling of FWS
For a better interpretation of the FWS, fit functions used to analyze full NBS
spectra can be of help to model the FWS. By doing so, the different contributions
to the FWS, e.g. contributions of global and internal diffusion, can be separated.
When different contributions are known, several fit approaches can be tested on
a data set and be compared to the initial parameter set. To model the FWS
of protein solutions, fit results from experimental NBS spectra were used. As
the experimental FWS were collected on BSA solutions, which were also used to
compare the internal dynamics of different proteins, the results of this study can
be compared to those shown in Chapter 7 and to those obtained by Grimaldo
et al. [64].

The full NBS scattering function of the protein can be described by two Loren-
tzian functions Lσl

(ω) with σl being the half width at half maximum (HWHM).
The Lorentzian function accounting for the apparent global diffusion can be de-
scribed by Brownian diffusion, resulting in a HWHM γ = Dappq

2, with an apparent
diffusion coefficient set to Dapp = 5Å2ns−1. The HWHM of the second Lorentzian
function accounting for the internal dynamics can be described by a jump diffusion
model developed by Singwi et al. [62]

Γ =
Dintq

2

1 +Dintq2τint
(5.1)
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Figure 5.1: Modeled q-dependence of the EISF based on experimental fit results.

with an internal diffusion coefficient Dint, set to 30Å2ns−1, and a residence time
τint, set to 0.01 ns. The scattering function for the protein therefore equals

S(q, ω) = A0(q)Lγ(ω) + (1− A0(q))Lγ+Γ(ω) (5.2)

with A0(q) being the elastic incoherent structure factor (EISF). It is described by
the model used in Ref. 64:

A0(q) = p+ (1− p)AG(q, a) [sAsph(q, R) + (1− s)A3j(q, am)] (5.3)

A3j(q, am) =
1

3
[1 + 2j0(qam)] (5.4)

Asph(q, R) =

∣∣∣∣3j1(qR)qR

∣∣∣∣2 (5.5)

AG(q) = exp

(
−(qa)2

5

)
. (5.6)

Contributions from the rotation of hydrogens in methyl groups (Equation 5.4) with
am = 1.715 Å, diffusion in a sphere (Equation 5.5) with a radius R = 10Å, as well
as a Gaussian radial profile AG(q) with an effective radius a = 1.5Å (Equation 5.6)
are used. The scaling parameters p and s from Equation 5.3 are set to p = 0.2
and s = 0.35, describing the fraction of immobile proteins as well as the fraction
of mobile H-atoms diffusing within an impermeable sphere, respectively. The final
q-dependence of the EISF is displayed in Figure 5.1. A flat background is added
to approximate the water contribution to the scattering signal. Inspired by the
experimental resolution function Rexp(q, ω) measured on IN16B in a full QENS
mode, the resolution function used is modeled by one Gaussian function Rmod

σ (ω)
with a q-independent full width at half maximum (FWHM) of δE = 0.9µeV
corresponding to a standard deviation of σ = δE

2
√

2 log(2)
≈ 0.38µeV.
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Figure 5.2: Modeled QENS spectra based on experimental fit results. Different
momentum transfers are color-coded as indicated in the legend. Dotted lines with
diamonds represent the modeled scattering functions, solid lines represent the
same scattering functions convoluted with the resolution function. When dotted
lines are invisible, they agree with the solid ones.

Figure 5.2 shows the fully modeled spectrum as a function of energy and mo-
mentum transfer before and after the convolution with the resolution function as
dotted lines with diamonds and solid lines, respectively. The convoluted scatter-
ing function deviates from the modeled one mainly at small momentum transfers,
where the HWHM of the scattering function is comparable to the one of the
resolution. To extract the FWS Smod(q, ω) at different energy transfers h̄ω, the
convoluted model Sconv(q, ω) is evaluated at the desired energy transfer. As the
scattering function is described by two Lorentzian functions Lγ(ω) (see Equa-
tion 5.2) and the resolution function consists in a Gaussian function with a vari-
ance σ, their convolution can be written as a sum of two Voigt functions Vγ,σ(ω):

Smod(q, h̄ω) = Sconv(q, h̄ω) = A0(q)Vγ,σ(h̄ω) + (1− A0(q))Vγ+Γ,σ(h̄ω) (5.7)

In a different numerical approach, the modeled spectrum can be integrated over
the resolution function.

SR
mod(q, ω) = S(q, ω)⊗ R(q, ω) =

∫
S(q, ω)R(q, ω0 − ω)dω0 (5.8)

In Figure 5.3, the two different approaches are compared. It was assumed that the
resolution function at different energy transfers is similar to the one measured in
the elastic case. The modeled energy offsets were chosen according to experimental
ones, namely

h̄ω = 0; 1.3; 3; 6; 10µeV. (5.9)
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Figure 5.3: FWS extracted from the modeled convoluted scattering function by
evaluating Equation 5.7 at the given energy transfer (solid lines) and by integrating
over the resolution function shifted to the corresponding energy transfer (dotted
line with diamonds, Equation 5.8).

As shown in Figure 5.3, the two different approaches lead to similar results. While
the approach of Equation 5.8 can also be applied to models deviating from a
Lorentzian shape, it is more expensive in terms of computational power. Therefore,
as all the models presented here can be expressed by Lorentzian functions, the
approach of Equation 5.7 is used for further analysis.

By modeling the FWS data, it is possible to display the contributions of different
hierarchical dynamics. As both the global and internal diffusion of the protein and
the EISF contribute to the q dependence of the E/IFWS, the modeling can offer
insights into these contributions at different energy and momentum transfers. In
Figure 5.4, FWS are plotted as a function of q2 for the different energy transfers
mentioned in Equation 5.9. Comparing the different plots of Figure 5.4 shows that
the contributions dominate to different extents at given energy and momentum
transfers. Due to the limited amount of points experimentally accessible, it is clear
that it is not possible to extract all of the information if the analysis is limited to
only one or a few energy transfers.

Nevertheless, obtaining information on the overall short-time dynamics of a sys-
tem based on data obtained in a short measurement time is a valuable advantage
of FWS. Different analysis methods are therefore discussed in more detail in the
following sections.
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Figure 5.4: Modeled FWS as a function of q2 for different energy transfers.
Blue lines represent the total FWS scattering signal, while black, magenta and
cyan lines represent the contributions of the Voigt function describing the global
diffusion and the internal diffusion as well as the assumed background, respectively.
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5.4 Comparison of Modeled and Experimental
Data

EINS measurements can be performed on different instruments characterized by
their experimental setups as explained in Section 3.2.4. Since the instruments have
specific instrumental energy resolutions, they also give access to different types
of dynamics. There are several analysis frameworks for the EINS. A selection of
different models is presented in this section.

5.4.1 Expanded Gaussian Approximation

FWS measurements on BSA solutions with different concentrations and additives
were performed during heating ramps crossing the denaturation temperature. In a
first approach, L. Bühl [205] analyzed EFWS collected during these measurements.
Based on previous publications by Hennig [111], the normalized data was analyzed
using a second order polynomial approach giving access to an overall MSD ⟨u2⟩
of the sample:

log (S(q, ω = 0)) = −1

3

(
b+

⟨
u2
⟩
q2 + cq4

)
. (5.10)

The underlying idea is to expand the Gaussian approximation and therefore cover
a larger q range. While similar approaches, such as the one by Yi et al. [211] stay
closer to the theoretical description by taking higher order contributions directly
into account, the approach in Equation 5.10 has the advantage of being easily
implemented and model-free. In addition, if required, the fit parameters of the
different models can be linked to each other, if the approach of Equation 5.10 is
assumed to be only a trunctation of a Taylor series.

One important result obtained by L. Bühl was the systematic characterization of
the dependence of the fit results on the q range used for the fit. To judge if similar
dependences are obtained with the FWS signal calculated with the model, similar
fits were performed using the same q-values as those covered by the experiment.
Figure 5.5 shows some fits over different q-ranges. The solid lines represent the
fits in the fit interval and dotted lines show their extrapolation to higher q. Given
the parabolic approach of the fit function, it is clear that the model used does not
describe the data set entirely.

Figure 5.6 compares the influence of the q-interval used for the fits, on the
extracted MSD from both experimental EFWS (T = 300K – Figure 5.6a) as
well and modeled EFWS (Figure 5.6b). In both analyses, a qualitatively similar
dependence on the q-range investigated can be observed. When a small q-range is
chosen, the obtained MSD is high and decreases if the q-range is enlarged. Similar
effects can be observed for the error bars. Their magnitude decreases with an
increasing q-range. This effect can be explained by the increasing number of data
points taken into account.
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Figure 5.5: Analysis of the modeled EFWS using the approach derived in Equa-
tion 5.10. Differently colored lines represent the fits over different q intervals with
changing upper limit [qmin = 0.19Å−1

, qmax]. Solid lines represent the fits in the
interval, dotted lines are extrapolations of the fit function, yielding clearly un-
physical results.

It should be emphasized that for the modeled data, no statistical errors were taken
into account for the description of the scattering signal.

Similar observations were reported, e.g., by Vural et al. and explained by the
fact that dynamical heterogenity is ignored in the fit model [212].

In this section, the general consistency of the modeled data with the experimen-
tal data was shown. In addition, the limits of the Gaussian approximation were
displayed. In the next section several models used to describe larger q-ranges,
presented in the literature, are summarized.

5.4.2 Heterogeneous Models for EINS

The Gaussian approximation presented in the previous section assumes homogene-
ity and isotropy as well as harmonicity of the investigated particles [213, 214].
Deviations between the Gaussian approximation and the experimentally mea-
sured EINS spectra are often explained by heterogeneous motions in the sam-
ple [213, 215, 216]. To overcome this limitation, the scattering function can be
generalized using different distributions ρ of the motions:

S(q, ω = 0) =

∞∫
0

ρ(s) exp
(
−q2s

)
ds (5.11)

with s ∝ ⟨u2⟩. An overview of different distributions used for modelling the EINS
is given in Ref. 216. Several distributions are summarized in Table 5.1. Compar-
ing the model using a Gaussian distribution with Equation 5.10, it can be seen
that for a correct normalization of the experimental data, the fit model used in
Section 5.4.1 converges into the model used by Nakagawa [217].
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(a) MSD as a function of the applied
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EFWS (Figure adapted from Ref. 205)
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Figure 5.6: Comparison of the influence of the q interval on the MSD from
experimental and modeled EFWS.

Since the aim of this chapter is to explain different methods to analyze the
FWS and not only EINS, detailed comparisons of different fit approaches are
not provided here. They can be found in publications by Zeller [213] and by
Nakagawa [217].

5.4.3 Models Describing the EFWS with Anharmonic
Systems

Doster et al. [221] proposed a description of the elastic scattering based on a
double-well potential. In each of the isotropic and harmonic wells separated by a
free energy barrier ∆G and a distance d, the atoms are assumed to be homogeneous
but anharmonic. The EINS can then be described by

S(q, ω = 0) = exp

(
−1

3
q2
⟨
u2
⟩)

· (1− p12(1− sinc(qd))) (5.12)

with p12 being the product of the two probabilities p1 and p2, which represent the
probability to find the atom in the ground state or excited state, respectively. The
ratio between the two probabilities can be linked to ∆G by

p2
p1

∝ exp

(
−∆G

RT

)
. (5.13)

Similar to the models presented in Section 5.4.1, this model is not fitted directly
to experimental data collected during this thesis. A comparison of the different
models can be found in other publications [213].
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Table 5.1: Overview of different MSD distributions used in different publications

Author distribution mathematical expression

Nakagawa [217],
Vural [212],
Bicout [218]

bi-modal ρB(s) = p1δ(s− s1) + p2δ(s− s2)

Nakagawa [217] Gaussian distribution ρG(s) =
1√
2πσ2

G

exp

(
−(s−⟨s⟩av)

2

2σ2
G

)
exponential ρE(s) = A exp (−As)

Meinhold [219] Weibull ρW (s) = α
β

(
s
β

)α−1

exp
[
−
(

s
β

)α]
Peters and
Kneller [220]

Gamma distribution ρΓ(s) =
β exp(−βs)(βs)β−1

Γ(β)
(β > 0)

5.5 Analysis of EFWS Using Information from
NBS Data

Based on the knowledge from full NBS spectra, EFWS can also be analyzed using
Equation 5.7 evaluated at h̄ω = 0µeV to describe the scattering signal of the
protein:

S(q, ω = 0) = A0Vγ,σ(0) + (1− A0)Vγ+Γ,σ(0) (5.14)

Given the small number of sampling points available, fitting this model leads to
an ill-posed problem and no robust results can be obtained. Instead, an effective
diffusion coefficient can be obtained by fitting one single Voigt function to the
data:

S(q, ω = 0) = VDeff q2,σ(0). (5.15)

Similar to the approach presented in Section 5.4.1, which determines an overall
MSD, the obtained effective diffusion coefficient Deff averages over all hierarchical
diffusive processes in the sample. Figure 5.7a displays the fit of Equation 5.15 to
the modeled EFWS from Section 5.3.

The fit yields an effective diffusion coefficient Deff = (10.06± 0.74) Å2ns−1.
The obtained fit describes the modeled data reasonably well. The effective diffu-
sion observed is a combination of the global and internal diffusion. Similarly to
the fits performed in Section 5.4, the fit also depends on the q interval employed
(Figure 5.7b). To separate the internal and global contributions, more sampling
points would be necessary. Since the number of q-values is limited by the instru-
ment, more sample points can be obtained by additionally analyzing IFWS. In
the next sections, different analysis frameworks for E/IFWS will be explained.
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(b) q dependence of the effective dif-
fusion coefficient Deff obtained from
the fit shown on the left hand side.
The fits were performed over different
q intervals [qmin = 0.19Å−1

, qmax].

Figure 5.7: Fit and corresponding results of the modeled EFWS using one single
Voigt function.

5.6 Extracting Effective Diffusion Coefficients
from EFWS and IFWS at Low Energy
Transfers

The IFWS can be analyzed in a way motivated by the QENS analysis, but still
using a model-free approach. The only assumption within this framework is that
the observed diffusive process can be described by a Lorentzian function. Similar
to the analysis of full NBS spectra, the analysis offers at the end a q-dependent
HWHM. This is possible if the ratio between the elastic and an inelastic mea-
surement is analyzed. The corresponding IFWS should therefore be chosen such
that the mentioned assumption is valid. If this ratio is compared to a calibration
curve calculating the same ratio for a Voigt function with a known HWHM, the
HWHM of a Lorentzian function describing the global diffusion of the particles
can be determined for each momentum transfer h̄q individually.

In Figure 5.8, the calculated ratio

C(γ) =
Vσ,γ(0µeV)

Vσ,γ(1.3µeV)
(5.16)

is plotted as a function of γ for different assumed resolutions with FWHM δE. For
this purpose, Gaussian functions, centered around the origin, were assumed for the
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(b) Offset-dependent ratios as a func-
tion of γ with a fixed resolution of
δE = 0.9µeV.

Figure 5.8: Ratio of the scattering function calculated with the values of the
EFWS and the IFWS as a function of the HWHM of the Lorentzians. Solid and
dashed lines represent the ratios as well as the resolution assumed for the calcu-
lations, respectively.

resolution function with a standard deviation σ = δE

2
√

2 log(2)
, leading to centered

Voigt functions Vσ,γ(h̄ω). The FWHM were chosen to match the resolutions of
backscattering spectrometers such as the one of the GaAs prototype of IN16B
(δE = 0.078µeV [222]), the one of SPHERES (δE = 0.6µeV [193]), the one of
the unpolished Si(111) version of IN16B (δE = 0.9µeV [96, 222]), the one of
backscattering silicon spectrometer (BASIS) or also of the IN16B Backscattering
and Time of Flight Spectroscopy (BATS) option (δE = 3.5µeV [66, 172, 223]) as
well as the one of IN13 (δE = 8µeV [224]).

This approach has several restrictions concerning the observable global dyna-
mics. If the tracer particle moves too slowly, the ratio observed is mainly dom-
inated by the resolution function and would appear to be an immobile particle
contributing to a Dirac function. This is observed, e.g., in the case of crystallizing
samples (see Chapter 9). As can be seen in Figure 5.8a, the calibration curves
slightly level off at low γ. If an experimental ratio with its corresponding errors
close to this value should be translated into the corresponding γ, even a small
error in the ratio would lead to a large error in γ. In the case of an ideal resolu-
tion (σ = 0µ eV), the calibration curve C(r) could be expressed using Lorentzian
functions and could be described by

lim
σ→0

C(γ) =
h̄ω

γ2
+ 1 (5.17)

with an energy transfer h̄ω. In the case of a non-negligible resolution function,
the intersection point with the ordinate can be calculated since the Voigt function
transforms into a Gaussian function if γ = 0µeV and its intersection point is
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determined by

C(γ = 0) = exp

(
1

2

(
h̄ω

σ

)2
)
. (5.18)

However, in case of too fast dynamics, the chosen energy offsets do not differ sig-
nificantly and the ratio is close to unity. Additionally in this case, γ cannot be
determined unambiguously anymore. In addition, the resolution can have influ-
ences on the observed parameters, such as the absolute values of the MSD [225].

If experimentally obtained ratios are above the theoretical limits, the used model
should be revised. Such effects might be induced by non-moving scatterers. If the
ratio is below unity, other contributions e.g. from the solvent as well as from the
sample holder have to be re-investigated. Also inelastic scattering, which might
appear, might influence the observed ratio. For values close to unity, internal
diffusions might have to be respected as well.

After choosing a suitable resolution, the offset of the IFWS has to be set corre-
spondingly. In Figure 5.8b, the ratios of the EFWS and IFWS are calculated as a
function of γ for different offsets with a fixed energy resolution of δE = 0.9µeV.
Even for offsets below the resolution, calibration curves can be obtained. The ratio
increases with increasing offsets. This effect would suggest to measure the IFWS
with the highest energy transfer possible. However, the systems studied are pro-
tein solutions with additional contributions due to internal dynamics. In addition
the solvent becomes more dominant at higher energy transfers. To ensure that
mainly the global dynamics are investigated, one is interested in measuring at low
energy transfers, where the global dynamics dominate the QENS signal.

Depending on the system studied, it is therefore important to choose the right
energy offsets as well as a suitable instrument, which determines the resolution
function.

Based on the FWS modeled in Section 5.3, the corresponding ratio between the
EFWS and the IFWS measured at h̄ω = 1.3µeV was calculated. Figure 5.9 shows
the different analysis steps going from the q-dependent E/IFWS (Figure 5.9a) over
the q-dependent ratio (Figure 5.9b) to the q dependent γ (Figure 5.9c), which is
then fitted with a Brownian diffusion model.

Already from the q-dependence of γ, it can be seen that the trend deviates
from the Brownian diffusion. Since also contributions from internal diffusion are
taken into account for the modeling of the scattering signal, the obtained diffusion
coefficient based on a fit with γ = Deffq

2+b over the total q-range is overestimated:

Deff = (6.77± 0.07)
Å2

ns
. (5.19)

In addition, it can be seen that neglecting the background leads to a non-zero
intersection-point with the ordinate. Limiting the fit to q < 0.8Å−1 where the
EISF favors the Lorentzian function describing the global diffusion (see Figure 5.1)
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still leads to an overestimation of the diffusion coefficient

Deff = (6.13± 0.10)
Å2

ns
(5.20)

of around 22% compared to the diffusion coefficient of Dmodel = 5Å2
ns−1 assumed

for the modeling.
Modeling hard spheres without internal dynamics (Figure 5.9d), the method

leads to the expected result of Deff = (5.0796± 0.0789)Å2
ns−1 by applying a fit

over the total investigated q-range. Further investigating the q-dependence might
therefore offer information about the internal dynamics.

When investigating measured data, different resolutions at different q have to be
taken into account. For this purpose, the data reduction scripts for FWS scans,
written by L.Bühl [205], as well as analysis scripts written by L. Grabitz were
expanded to analyze EFWS and IFWS at h̄ω = 1.3µeV in the presented way. Fig-
ure 5.10 shows the results of the analysis of experimental data (BSA cp = 500 mg

ml
)

[226–228] with different NaCl concentrations. For each temperature, a q depen-
dence of γ is obtained.

For each temperature, for each q value and for each protein concentration a
new calibration curve was calculated to account for the different widths of the
water signal, different resolutions and different scalings of the water signal (D2O),
respectively. The calibration curve C(γ) was therefore calculated by

C(γ) =
Vγ,σ(0) + EC(0) + βD2OSD2O(q, 0, T )

Vγ,σ(1.3) + EC(1.3) + βD2OSD2O(q, 1.3, T )
(5.21)

with EC and SD2O(q, h̄ω, T ) being the contribution from the empty can and the
temperature-dependent water contribution, respectively. βD2O takes the volume
fraction scaling into account [61]. Comparing the calibration curves from Fig-
ure 5.9b and 5.10b, the influence of the empty can and the solvent contribution
can be observed. The calibration curves, used for the analysis of the experimental
data, level off already at values above unity. Investigating the calibration curve
in Figure 5.10b, it becomes apparent that the calibration curve is nearly flat for
γ ≥ 2.5µeV.

The first two data points at low q, detected by the single detector (SD), deviate
from the trend. Since they are not in perfect backscattering geometry, they detect
neutrons with a slight energy shift. In the case of full QENS spectra, this is not
problematic, since the spectra can be realigned based on calibration measurements
on vanadium. For FWS, however, this correction is not possible, since only one
fixed energy transfer is observed.

The leveling-off of γ can be explained by the flattening of the calibration curve.
Given this limit of the method, the temperature dependence of the residence time τ
displayed in Figure 5.10e is probably not a characteristic of the sample but rather
an indicator that the proposed method is not suitable anymore to investigate
the sample at these temperatures elevated at an offset of h̄ω = 1.3µeV. Similar
conclusions are obtained, if the errors of the diffusion coefficients are investigated
(Figure 5.10d).
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If the dynamics of the system are too fast and therefore the HWHM γ leads to
an apparent flat signal with the chosen offsets, the dynamics cannot be resolved
with this set of resolution and energy offset anymore given the statistical errors
of the measurements. An example of a BSA solution with a protein concentration
cp = 150 mg

ml
is shown in Figure 5.11. Due to the lower volume fraction, the sample

is expected to have a higher global diffusion coefficient leading to larger values of
γ. The observed decay of γ at higher q values clearly points out the limits of the
technique presented here. Nevertheless it can be of value for the study of selected
systems with relatively slow dynamics, but fast kinetics.
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(a) FWS as a function of the scatter-
ing vector q for the two investigated
energy transfers. the blue and orange
curves represent the EFWS as well as
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tively.

0 2 4
10

0

10
1

10
2

10
3

E
F

W
S

/I
F

W
S
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ure 5.9a.
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(c) Extracted γ as a function of q2

based on the presented analysis frame-
work. The calibration curve C(γ) was
calculated using Equation 5.16. and is
shown in violet in Figure 5.8a. The blue
curves represent the data, while orange
dotted and violet dashed curves repre-
sent fits (γ = Dq2+c) and their extrap-
olations for the q intervals q=[0,2] and
q=[0,0.8], respectively.
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(d) Result of the ratio analysis similar
to the ones shown in Figure 5.9a-5.9c for
hard spheres without internal dynamics.
The HWHM γ can be well described by
γ = Deffq

2 + b over the total investi-
gated q-range.

Figure 5.9: Analysis of the modeled FWS using the ratio between the EFWS
and the IFWS with h̄ω = 1.3µeV.
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(b) Calibration curve C(γ) to calculate
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calculation of the calibration curve in-
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(c) q-dependence of γ obtained from the
ratio at T = 300K on the heating ramp.
For each q value, an individual calibra-
tion curve was calculated.
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dependence of γ.
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(e) Temperature-dependent resi-
dence time τ obtained from fitting
the q-dependence of γ.

Figure 5.10: Analysis of FWS measured on IN16B extracting diffusion coeffi-
cients from the ratio of EFWS and IFWS. The data shown were obtained for
BSA solutions with cp = 500 mg

ml
. Blue squares and red circles represent the sample

without salt and with 150 mM NaCl, respectively.
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Figure 5.11: γ as a function of q2 of a BSA solution with cp = 150 mg
ml

at
T = 300 K during the heating ramp. The decay of γ for q2 > 1.2Å−2 clearly
points out the limits of the method presented.
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5.7 Analysis of FWS as Sparse QENS Signals
The previous Sections 5.4 and 5.5 focused on the evaluation of the EFWS. Apart
from the EFWS, it is also possible to measure FWS with a fixed energy transfer h̄ω.
In Section 5.6, an approach was presented which used the IFWS at h̄ω = 1.3µeV
in combination with EFWS to obtain an effective diffusion coefficient. While Sec-
tion 5.4 described a model free approach, Section 5.5 and 5.6 already used knowl-
edge and assumptions from the total QENS fits. This approach can be expanded
by using a higher number of IFWS and therefore increase the number of inde-
pendent sampling points. By doing so, either models approaching a model free
analysis or more complex models offering access to more characterizing parame-
ters can be used to describe the data. This section will show first approaches of
sparse QENS fits based on FWS, which are recombined to QENS spectra with a
very limited amount of energy transfers.

To evaluate these IFWS, the knowledge obtained from full QENS measurements
can be used to construct a fit function. FWS performed in a sequential order can
be grouped into a sparse QENS spectrum and can then be analyzed similarly to
the QENS spectra.

While the polynomial approach presented above is a model-free approach to
analyze the EFWS, the approach presented here is not model-free anymore but
relies on existing knowledge from QENS results. On the one hand, it can allow to
observe faster kinetic changes in the system (e.g. on a timescale of several minutes
instead of several hours). On the other hand, it might lead to systematic errors if
the system changes in a way that invalidates the model used.

Depending on the number of fit parameters used in the model and the energy
transfers available, fits can either be performed similarly to the classical QENS
analysis for each momentum transfer separately or they can be performed taking
the energy and momentum transfers into account simultaneously. It is also possible
to fit several spectra simultaneously, if appropriate models are used.

As a first step, the modeled data from Section 5.3 was evaluated at the energy
offsets mentioned in Equation 5.9. The FWS obtained were regrouped to sparse
QENS and were then fitted with the same model used to construct them (i.e.
Equation 5.1-5.6). With this approach it can be tested if the offsets measured are
sufficient to sample the features of the scattering function and to obtain reliable
fit results.

Figure 5.12 shows the fit of the modeled sparse QENS spectra at q = 1Å−1.
The fit results are given in Table 5.2.

In a second approach, the model parameters describing the EISF are fixed to
reduce the amount of fit parameters, which should render the fit more robust but
might also introduce systematic errors. The fit results (shown in Table 5.2 for the
different fit approaches) indicate that for the given offsets, the fit model is able
to reproduce the data. It should be emphasized again that the modeled data set
does not include statistical errors and solvent contributions are not accounted for.
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Figure 5.12: Fit results of the global fits using the modeled sparse QENS spec-
tra (blue squares) from Section 5.3. The shown data points represent the fit at
q = 1Å−1. The solid, dashed-dotted and dashed lines represent the total fit as
well as the fitted global and internal diffusion, respectively. The fit results and the
parameters used to model the scattering function are given in Table 5.2. Green
triangles and violet stars represent the modeled values for internal and global
diffusion, respectively.

To test the model using experimental data, FWS measurements of BSA solu-
tions during heating ramps (280K < T < 370K) are used. The model based on
Equations 5.1-5.6 has to be expanded to respect the contribution of the solvent to
describe the data. In addition, the detector efficiency has to be taken into account.
Therefore, the model described in Equations 4.1 was used to fit the FWS obtained
experimentally. The EISF was parametrized using Equation 5.3-5.6 and the pa-
rameters were fixed to a = 1.5 Å, R = 10 Å, s = 0.35 and p = 0.2 to reduce the
number of fit parameters and to yield more reliable fit results. Since the different
FWS were measured during one continuous heating ramp but no temperature cor-
rections were performed, this method leads to a small systematic error. This error
depends on the heating and cooling ramps. The fit handles three global parameters
and one scaling parameter for each q, using the described model. An example of a
fit result is shown in Figure 5.13. The temperature-dependence of the fit results is
displayed in Figure 5.14. The temperature-dependent fit results of the global dif-
fusion (Figure 5.14a) indicate that the fit has at least two minima. While the first
minimum leads to fit results with small errors (brightly colored symbols), the other
minimum yields fit results with significantly larger errors (lightly colored symbols).
This might be due to the fixed parameters of the EISF since wrongly fixed pa-
rameters might induce minima in the χ2 landscape. Another possible reason for
these fit instabilities could be the limited number of sampling points. It should be
mentioned that the fit results with the smaller errors, which would be normally
assumed to be more reliable, are significantly lower than the parametrization ob-
tained from full NBS spectra by Grimaldo et al. [64]. The results with larger
errors, on the other hand, agree well with the previously determined parametriza-
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Table 5.2: Results of the fit of Equations 5.1-5.6 to the modeled sparse QENS
spectra with and without fixed EISF. The different parameters used for modeling
are also given.

D Dint τint[
Å

2

ns

] [
Å

2

ns

]
[ps]

values used for modeling 5 30 10
free EISF 4.99±0.017 29.47±0.25 10.21±0.76
fixed EISF 5.01±0.006 29.83±0.13 10.88±0.22

R a s p
[Å] [Å]

values used for modeling 10 1.5 0.35 0.2
free EISF 10.04±0.034 1.52±0.012 0.35±0.003 0.20±0.002
fixed EISF - - - -

tion. The temperature dependence of the residence time of the internal diffusion
(Figure 5.14b) points out the limits of this fit approach. Since only a relatively
small energy transfer interval is covered with the FWS (h̄ω ≤ 10µeV), contribu-
tions with features mainly situated at higher energy transfers cannot be resolved
and might contribute as apparent flat backgrounds.

To conclude, in this section, an alternative approach to analyze the FWS was
described. On the one hand, a significantly higher time resolution was observed
in the case of the FWS analysis. On the other hand, using the FWS implies a
significant amount of modeling, while the analysis of the full QENS spectra can
indicate a wrong choice in the model. In addition, the fit model might have to be
significantly simplified compared to full QENS spectra analysis due to the smaller
energy transfer interval investigated.
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Figure 5.13: Fit of the sparse QENS (blue diamonds) obtained from FWS
collected during a heating ramp of a BSA solution (cp = 500 mg

ml
) with cs = 150mM

NaCl. The EFWS was performed at T = 300K. The subplots show different mo-
mentum transfers. Error bars are smaller than the symbols.
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(a) Temperature-dependent global dif-
fusion coefficient from the sparse
QENS fit. The solid line represents
the parametrization obtained from full
QENS spectra [64].
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(b) Temperature-dependent residence
time characterizing the assumed jump
diffusion describing the internal diffu-
sion.

Figure 5.14: Temperature-dependent fit results of the sparse QENS fit analysis.
Blue squares and red circles represent the fit results of samples (cp = 500 mg

ml
) with

and without NaCl (150mM), respectively. Light and bright symbols represent fit
results of the different fit minima.
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5.8 Generalized Mean Squared Displacements
Similar to the analysis performed in Section 5.4.1, the IFWS could be analyzed
using a polynomial approach. As explained in Ref. 229, the generalized MSD can
be extracted, corresponding to a Fourier transform truncated by the resolution
function of the time-dependent MSD obtained from the EFWS.

Starting from the MSD, the generalized MSD decays with increasing energy
transfers investigated. At a specific energy transfer, the generalized MSD is zero,
before it gets negative at higher h̄ω. This transition point as well as the trend in
h̄ω depend on the type of diffusive process. Based on this knowledge, it is possible
to extract information from the MSD about the type of diffusion as well as of its
characterizing quantities. In addition, this method allows to extract information
about the confinement of the diffusive processes.

To test this analysis approach, the modeled data was fitted using a first order
polynomial function in q2. The slope was then related to the generalized MSD:

⟨
u2
⟩
ω
= − lim

q→0

3

q2
log

[
Smod(q, ω)

R̂(ω)

]
. (5.22)

The intersection point with the ordinate, kept as free fit parameter in this ap-
proach, might be fixed based on the resolution function, as it is visible in Equa-
tion 5.22. In Figure 5.15a, the logarithmic modeled data of the FWS are shown
using the the q values available on IN16B as well as the offsets measured. To
perform the linear fit, the first three q values were selected. While for the EFWS
and for the IFWS at h̄ω = 1.3µeV, the q dependence can be described well by the
linear approach and the fit range might be expanded, the sampling point density
at the other offsets is not high enough, to obtain reliable results. This is also
represented in the increasing errors shown in Figure 5.15b.

If the sample point density would be increased both in q and h̄ω, the mod-
eled data offer access to the expected generalized MSD (see Figure 5.15c and
Figure 5.15d.

Several points should be mentioned concerning this analysis. Decreasing the
lower limit of the q range used for the fit is problematic, since at the present
construction, the single detector (SD) covering the two lowest scattering vectors q
have a slightly worse energy resolution and detect energy transfers with an offset
compared to the ones of the position-sensitive detector (PSD). In addition, at low
scattering vectors q, the coherent contributions have a non-negligible contribution
which is not included in the model used to construct the fit function. These prob-
lems might be partly addressed by characterizing the energy offset between the
SD and the PSD and by performing a global fit respecting these differences. Also,
expansions of the fit models to higher q values will be of interest, since in this
case, data colleced with the PSD could be used.
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(a) Modeled FWS with corresponding
linear fits as a function of q using the ex-
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(c) Modeled FWS with corresponding
linear fits as a function of q using a
higher sampling point density as exper-
imentally. For reasons of clarity, not all
fits (black dotted lines) are shown.
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(d) Generalized MSD as a function of
energy transfer obtained from fits in
Figure 5.15c.

Figure 5.15: Analysis to obtain the generalized MSD using modeled FWS.

5.9 Outlook
During the acquisition of EFWS, the monochromator crystal is in a well-defined
position and its focus does not change. For IFWS, the monochromator crystal
moves during the exposition and the detector integrates the signal. Therefore, the
focus of the neutron beam changes during the acquisition. This results in two fun-
damentally different measurements, which might lead to systematic errors. Recent
measurements showed that these effects are negligible for IN16B. Nevertheless, to
avoid them, it might be of interest to measure very low energy transfers instead
of EFWS. This approach is also of interest in the case of elastic contributions to
the scattering signal, where the application of this method with using the EFWS
would fail, since several contributions are predominant at the elastic position.
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Nevertheless, by using two different non-zero offsets, the global diffusion as well
as the fraction of immobile proteins could be determined. In a second step, this
knowledge could be used to determine the contribution of immobile scatterers. If
FWS are compared to full QENS spectra, no significant changes are observed in
the monitor normalized data collected on the PSD. For the SD, significant devi-
ations can be found between the FWS and the QENS spectra. Further tests are
needed to understand these deviations.

For all analysis methods mentioned here, it should be emphasized that given
the significantly lower amount of experimental data, less information can be ex-
tracted from the collected spectra compared to full QENS spectra. Therefore, more
modeling, e.g. based on analysis of full QENS spectra, might be necessary.

Once a suitable model is found, FWS can be used to follow rather fast kinetic
changes of the short-time diffusive properties. The analysis methods presented
here, therefore, offer the possibility to address new scientific questions, e.g. to
investigate the diffusion of proteins while crossing temperature or through pressure
dependent phase boundaries.
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The interior of living cells is a dense and polydisperse suspension of macro-
molecules. Such a complex system challenges an understanding in terms of colloidal
suspensions. As a fundamental test we employ neutron spectroscopy to measure
the diffusion of tracer proteins (immunoglobulins) in a cell-like environment (cell
lysate) with explicit control over crowding conditions. In combination with Stoke-
sian dynamics simulation, we address protein diffusion on nanosecond timescales
where hydrodynamic interactions dominate over negligible protein collisions. We
successfully link the experimental results on these complex, flexible molecules
with coarse-grained simulations providing a consistent understanding by colloid
theories. Both experiments and simulations show that tracers in polydisperse so-
lutions close to the effective particle radius Reff = 3

√
⟨R3

i ⟩ diffuse approximately
as if the suspension was monodisperse. The simulations further show that macro-
molecules of sizes R > Reff (R < Reff) are slowed more (less) effectively even at
nanosecond timescales, which is highly relevant for a quantitative understanding
of cellular processes. Living cells are filled with a polydisperse mixture of proteins
and other macromolecules (including DNA, RNA and polysaccharides) suspended
in water at high volume fractions (typically 10–40%). The varying crowding lev-
els of proteins in living cells may affect their mobility, folding and stability, and
thus the physical chemistry and physiology of cells [231–233]. Several experimen-
tal studies have addressed protein diffusion in vivo [178, 234–238] and in vitro
[109, 120, 131, 239–245], mostly by means of NMR, fluorescence spectroscopy, and
neutron scattering, and the topic has also been the subject of several computa-
tional studies [60, 246–249]. In general, protein diffusion was found to decrease
with increasing crowding, although the details of how diffusion is modified by
different cellular microenvironments are still unclear [246].

A quantitative theoretical understanding of diffusion is generally easier in con-
nection with in vitro studies, which offer better control on many physical pa-
rameters such as types of crowding agents, macromolecular concentration, and
temperature. Hence, they are better suited to systematic investigations regarding
such parameters, although at the expense of simplifying the complex physiological
environment, which is instead fully captured by in vivo studies. These, in turn,
suffer from the lacking flexibility in changing specific cellular conditions. Here,
we establish a framework combining both approaches with the use of tunable cell
lysate. At the same time, in our simulations we go beyond standard colloidal mod-
elling (using monodisperse crowders) and explicitly take into account the polydis-
persity of a cellular environment. In that way, we understand the influence of a
cell-like crowded environment on the short-time diffusion of polyclonal γ-globulin
from bovine blood (Ig), used as model nonspherical proteins, based on simple
biophysical concepts. To perform a controlled experiment under rather realistic
conditions, Escherichia coli cells were adapted to a fully deuterated environment
as previously described [250]. The cells were then lysed and the membranes were
removed. Subsequently, the cell material was collected and concentrated to pro-
duce the lysate (cf. Supporting Information (SI)). Perdeuterated lysate was used
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as a cytosol-mimicking polydisperse crowded environment. The concentrations cIg
and clys of Ig and the lysate, respectively, were varied, covering a total volume
fraction range 6% ≲ φ ≲ 17% and ratios 0.4 ≲ φIg/φ ≲ 0.8 (φIg is the Ig vol-
ume fraction) to systematically investigate the influence of different polydisper-
sity. Macromolecular mass fractions of protein (82.5%), nucleic acids (14.5%), and
lipids (1%) were experimentally estimated, and an additional 2% mass fraction of
sugars was assumed [251]. An average partial specific volume νlys = 0.66ml/g for
the macromolecular components of lysate was calculated accordingly [252, 253]
(cf. Supporting Info (SI)). Small angle neutron scattering (SANS) [254], as well as
(ultra) small angle X-ray scattering (USAXS/SAXS) [255] and static light scat-
tering (SLS) were used to further characterize the lysate and qualitatively assess
the batch-dependence of the lysate composition, as well as to check for potential
aggregation of Ig in lysate (see the SI for details). The data indicate that, as ex-
pected, the lysate contains macromolecules and assemblies having a very broad
range of shapes and length scales up to several micrometers, as seen by small an-
gle X-ray scattering. The precise composition varied between the different batches
used in this study. This polydispersity and variation of the lysate composition is
important in testing the generality of the observations and the robustness of the
results. It also contributes to having environments that are as realistic as possible.
Solutions of the polyvalent Igs used in the present work were previously studied
by Da Vela et al. [256], who found them stable at the concentrations considered
here. Our additional SANS data show that Ig aggregation upon addition of lysate
is negligible in our system.

Neutron backscattering (NBS) was employed to record incoherent quasi-elastic
neutron scattering (QENS). This technique has, amongst others, the advantage of
being label-free, non-invasive, and non-destructive. In this system, NBS probes
predominantly the ensemble-averaged single-particle self-correlation function of
the 1H-atoms. The other types of atoms, including deuterium (D= 2H), possess a
significantly smaller neutron scattering cross-section, and therefore contribute less
to the total scattering intensity. In other words, only the use of heavy water (D2O)
and perdeuterated lysate sufficiently increases the contrast of the Igs of natural
isotopic abundance with the background, allowing us to focus on the dynamics of
the Ig tracers. Hence, neutrons are a unique probe for the determination of the
self-diffusion (rotational and translational), or synonymously tracer diffusion, of
the model proteins.

On the picosecond to nanosecond timescale and nanometer length scale probed
by NBS, proteins typically do not diffuse sufficiently to collide with surrounding
molecules, but naturally interact with the environment through hydrodynamic
interactions (HI) in this regime of short-time diffusion. In addition to the ex-
periments, we perform computer simulations providing accurate information on
the diffusion of proteins in crowded environments [247, 248]. Simulations were
recently successfully employed to interpret and rationalize neutron scattering ex-
periments [78, 257]. Because of the timescales and the relevance of HI in our
experiments, we perform simulations based on Stokesian Dynamics [258, 259] in
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which HI are considered explicitly and short-time properties can be calculated.
Knowledge on the short-time diffusion as well as HI and its dependence on vol-
ume fraction is not only of fundamental intrinsic interest, but is also a prerequisite
to quantitatively predict and correctly interpret the long-time diffusion [260–263]
relevant for several biochemical processes [260], and being strongly influenced by
protein-shape effects [264]. These processes include any diffusion-limited mecha-
nism involving two or more macromolecules, such as the formation of protein
complexes [265], the binding of enzymes to substrates [266], or protein aggrega-
tion [267], as well as the assembly of intercellular structures such as tubulin and
actin filaments, and signal transduction [260].

To investigate the short-time self-diffusion of Ig in lysate, we employ QENS
using IN16B [191]. With QENS, the scattering function S(q, ω) is recorded, where
h̄ω is the energy transfer and q is the scattering vector. A spectrum S(q, ω)
of a mixture of Ig at a concentration of 67 mg/ml and lysate at 56 mg/ml at
q = 0.29Å−1 is shown in the insets of Figure 6.1 (red circles), after subtraction
of the empty cuvette signal [67, 268] and of the lysate contribution as explained
in the SI. The data can be well described by a sum of three Lorentzian functions
L (. . . , ω) (green solid line, see eq. (6.1)) modeling a slow process with line broad-
ening γ(q) (blue dot-dashed line), a faster process with line broadening γ(q)+Γ(q)
(magenta dashed line), and the separately obtained solvent contribution (orange
dotted line) with fixed values for both width γD2O(q) and intensity βD2O(q) as
explained in the SI:

S(q, ω) = R⊗{β(q)[A0(q)L (γ(q), ω) . . .

· · ·+ (1− A0(q))L (γ(q) + Γ(q), ω)] . . .

· · ·+ βD2O(q)L (γD2O(q), ω)} . (6.1)

In Equation 6.1, R represents the instrumental resolution function, β(q) a scalar
scaling factor, and A0(q) the elastic incoherent structure factor [61].

For the slower process, the relationship γ(q) = Dq2 (red solid line in Figure 6.1)
is not imposed, but arises naturally from independent fits of the spectra at each q.
This q2 scaling indicates that, on the timescale ranging from tens of picoseconds to
a few nanoseconds accessible by NBS, immunoglobulins undergo a simple Fickian
diffusion with apparent diffusion coefficient D (including both translational Dt

and rotational Dr contributions [109]), even in the presence of lysate. For most
samples, the dependence γ ∝ q2 holds well on the entire q-range. However, for
the samples with the lowest signal-to-noise ratio, a stronger deviation is seen for
q2 ≳ 1.5Å−2, presumably because the signal from this component weakens at
high q. Hence, to avoid artifacts, we restrict the fit of γ(q) to q2 < 1.5Å−2 for all
samples.

The apparent diffusion coefficients D obtained from samples measured at tem-
peratures T = 293± 2K are plotted versus φ in Figure 6.2. The grey ∆-symbols
refer to suspensions of Ig in pure D2O, in the absence of lysate. In this case,
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Figure 6.1: Example of quasi-elastic neutron scattering data. Inset: Scattering
function S(q, ω) (red circles) of Ig at a concentration of 67 mg/ml in E. coli
lysate at 56 mg/ml at T = 293K after subtraction of the lysate contribution,
at q = 0.29Å−1. The points were rebinned in the plot, for clarity. The lines
depict the Lorentzian functions L (γ(q), ω) (blue dot-dashed) L (γ(q) + Γ(q), ω)
(magenta dashed) and L (γD2O(q), ω) (orange dotted) in eq. (6.1). The green solid
line superimposed on the data is the result of the complete fit using eq. (6.1).
Main figure: Half width at half maxima γ (red squares) vs. q2. The fit γ(q) = Dq2

(solid red line) indicates a simple Brownian diffusive behavior. The fit range is
restricted to q2 < 1.5Å−2.

φ = cIg · νIg, where cIg and νIg = 0.739ml/g are the concentration and the par-
tial specific volume of Ig [269], respectively. The dashed line depicts a polynomial
fit to that data, providing an empirical function Dp(φ) describing the effect of
self-crowding on the apparent short-time self-diffusion of Ig.

The other symbols in Figure 6.2, each representing one lysate batch, show D
of Ig in Ig-lysate mixtures as a function of φ. In this case, φ = cIg · νIg + clys · νlys,
where clys and νlys are the concentration and the partial specific volume of the
lysate components, respectively.

Overall, D in the presence and absence of lysate decreases with increasing φ
in a remarkably similar manner, despite the striking difference in the crowded
environment. The physical reasons for this surprising result will become clear be-
low. The value of the reduced mean squared deviation χ̃2 ≃ 0.38 of the data
obtained in the presence of lysate from the fit Dp(φ) for the data obtained in pure
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Ig solutions quantitatively supports their excellent agreement. As translational-
rotational coupling is strongly protein specific [243], we intentionally do not sepa-
rate both contributions based on unsupported assumptions. The good agreement
of D(φ) = D(Dt(φ), Dr(φ)) for the samples with and without lysate suggests that
the type of crowder is unimportant for both of Dr and Dt.

This observation is further clarified in the inset of Figure 6.2, where D is plotted
as a function of Dp(φ): the Ig-lysate data points all lie close to the line D = Dp(φ),
with φ including the volume fraction of both Ig and the components of lysate.
Within the experimental accuracy, no systematic influence on D(φ) of the specific
lysate batch is visible.

It is worth noting that the internal dynamics parameters of the function fitting
the NBS spectra of Ig in the presence of lysate are found consistent with the self-
crowded Ig solution (see SI). This finding suggests that the use of perdeuterated
lysate may also be suitable for studies of protein internal fluctuations.

To gain further insight into the slowing down of the diffusion of Ig in lysate and
the underlying physical mechanisms, we performed simulations based on Stokesian
dynamics [258, 259] (see SI). The method adopted only includes translational
velocity-force coupling (as in [248]), thus only translational short-time diffusion is
considered in the simulations. To mimic the biomolecular crowded environment of
the experiments, the simulated lysate solutions are represented by a set of spheres
of different sizes. We study two models for the E. coli cytoplasm, by McGuffee
and Elcock [247] (ME) and by Ando and Skolnick [248] (AS), respectively. Both
models have a similar average radius, 3.53 nm for the ME model and 3.64 nm for
the AS model, but they represent rather different size distributions as described
by their polydispersity index α defined as the standard deviation normalized by
the mean of the distribution. For the ME model α = 1.05, while for the AS model
α = 0.51 (for details regarding the size distributions see the SI). This simulation
model is still a gross simplification in the description of an Ig-lysate suspension.
Notably, Ig and the components of lysate are non-spherical and also have some
internal flexibility. Nevertheless, with this model we capture the correct size range
and size distribution, which can be assumed to be the main factors influencing
the hydrodynamic interactions.

Choosing two intracellular environments not only allows the evaluation of the
effect of crowding on the diffusion of Ig but also of the sensitivity to the poly-
dispersity of the solution. To reproduce the experimental conditions, tracers are
added to the chosen lysate, and the short-time diffusion is calculated as explained
in the SI. The parameter ytr = φtr/φ is defined, where φtr is the volume fraction
occupied by the tracers and φ the total volume fraction in the simulations, i.e.,
φ = φtr + φlys with φlys the volume fraction of the lysate. In all cases, the number
of particles of the lysate was fixed (1001 for the ME model and 1000 for the AS
model), and the size of the simulation box and the number of tracer particles was
varied.

The insets of Figure 6.3 and Figure S7 show Dtr/D0 for a tracer of the size of
Ig (Rtr = 5.5 nm) as a function of Dmono/D0 for the ME and AS lysate model,
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respectively, where D0 = kBT/6πηR (η being the solvent viscosity) is the dilute
limit translational diffusion coefficient, Dmono is the translational diffusion coef-
ficient of the tracer particles in a monodisperse solution with same total φ. Dtr

is the translational diffusion coefficient of the tracer particles in the polydisperse
mixture. In both the ME and AS model, ytr = 0.3, 0.5, and 0.7 (nearly coinciding
symbols) are presented for φ = 0.1, 0.2, and 0.3. The deviations from the monodis-
perse situation are small, indicating that despite the rather complex composition
of the suspensions, for a tracer of the size of Ig diffusing in a cellular-like environ-
ment only small differences should be expected when compared to an equivalent
system (i.e. with the same φ) composed solely of Ig under the present condi-
tions. Additional simulations performed with different tracer radii show that the
size of the tracer determines whether the normalized short-time diffusivities de-
crease or increase compared to the monodisperse case. Figure 6.3 depicts the ratio
Dtr/Dmono for different φ and ytr versus the normalized tracer radius (filled sym-

bols). The normalization of the tracer radius by Reff = 3

√
⟨R3

i ⟩ (angle brackets
denote an average over the entire distribution of spheres in the model) is based
on diffusion theory of colloids [271]. The leading order hydrodynamic interactions
for the translational self-diffusion between two classes of spheres A (radius RA)
and B (radius RB) is given by [271]

DA0 −DA ∝ R3
BRA

∫ ∞

0

dr gAB(r)/r
2 . (6.2)

Therein, DA is the translational diffusion coefficient of a sphere of class A at finite
concentration and DA0 is its dilute limit. Thus, neglecting the effects encoded in
the partial radial distribution function gAB(r) and higher-order lubrication effects,
a rough measure for the effective radius of a polydisperse crowder solution would
be based on the average of R3

B for all particles classes B, i.e. Reff . Accordingly,
a tracer of radius Rtr ≈ Reff is expected to behave similarly to the monodisperse
situation. Indeed, Dtr/Dmono ≈ 1 for tracer radii around Reff for all composi-
tions, indicating diffusion in polydisperse solutions comparable to monodisperse
solutions. For smaller and for larger tracer radii, the deviation |Dtr/Dmono − 1|
becomes larger. The same trend is observed for the spheres composing the model
lysate (empty symbols in Figure 6.3), the smallest spheres being more strongly
affected by the polydispersity than the large ones. Furthermore, it is noted that
increasing the level of crowding results in larger deviations from the monodisperse
case for particles of radius larger or smaller than Reff. Similar results are also
obtained for the AS model (Figure S7), showing that, despite the difference in
the polydispersity between both lysate models, as indicated by their α values, the
observed trend is not affected.

When comparing the hydrodynamic radius of Ig, RIg, to the effective radii of
the lysate-protein solutions, a ratio RIg/Reff ≈ 0.9 − 1.3 is obtained, which ex-
plains the observed insensitivity to polydispersity. The simulation clearly indicates
that this experimental observation is limited to proteins of a rather large size. We
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remark that, in the absence of the tracers, Reff ≃ 3.95 nm and 4.68 nm, for the
ME and AS distribution, respectively. In both cases, Reff is significantly larger
than the mean radius of the distribution, and thus most macromolecules (ME
≈ 92%, AS ≈ 87%) are expected to diffuse faster in the cytoplasm than in a
monodisperse system at the same volume fraction. However, e.g. ribosomes as a
very abundant macromolecular complex in the cytosol [272] with a radius around
10 nm would be strongly slowed down compared to monodisperse conditions. The
simulation results suggest that polydispersity in the cytosol causes the general
trend to slow down larger macromolecules more strongly than smaller particles
via hydrodynamic interactions already at nanosecond timescales, before proteins
collide. This slowing down will then unavoidably affect also molecular mobilities
and escape rates for the descriptions of long-time processes. Our results imply
that the dynamical heterogeneity of a structurally heterogeneous system is sig-
nificantly increased by crowding, which obviously has numerous implications for
the understanding of the cellular machinery. We remark that our results based on
the hydrodynamic interactions in the diffusive short-time limit cannot be directly
transfered to the long-time regime, where other factors such as direct potential
interactions might be comparable to the effect of polydispersity.

In summary, to gain a better understanding of the effect of macromolecular
crowding on the picosecond to nanosecond protein self-dynamics under controlled
but realistic conditions, a quasi-elastic neutron backscattering experiment was de-
signed. In this study, the tracer diffusion of proteins of natural isotopic abundance
in perdeuterated lysate mimicking the cellular environment was followed. In this
way, we benefit from the incoherent contrast between tracer proteins naturally
containing hydrogen and deuterated lysate and solvent (D2O). In order to sys-
tematically investigate the influence of polydispersity on short-time diffusion, we
vary the concentration of lysate and of the nonspherical model protein Ig and find
its diffusive motion on a nanosecond timescale and nanometer length scale to be
determined, within the current accuracy of the experiment, only by the volume
fraction φ occupied by all macromolecules present (in this case φ = φIg+φlys). This
observation is further corroborated by the fact that the different lysate batches
with slightly different compositions lead to consistent results. Our experiments
demonstrate the suitability of deuterated lysate as a tunable biomimicking crowd-
ing agent for neutron scattering experiments, which opens various opportunities
for future systematic studies of the impact of a natural environment on protein
global and internal dynamics.

The experimental results strengthen a conceptual connection of complex biolo-
gical systems to quantitative accounts of statistical physics of colloids and coarse-
grained simulations. We find that, for a crowder composition as in a living
cell, the diffusion of tracers with a radius close to the ensemble effective radius
Reff = 3

√
⟨R3

i ⟩ is similar to a monodisperse system and weakly dependent on the
tracer size. In contrast, for tracer radii differing significantly from Reff , noticeable
deviations are observed. The good qualitative agreement between experiments and
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simulations points to the major role of hydrodynamic interactions in determining
the short-time protein diffusion, and shows that biophysical modelling based on
colloid theory is capable of describing the macromolecular diffusion even in the
more complex cellular environment. This outcome also confirms the generality
of coarse-grained molecular dynamics simulations and allows to design simplified
simulation setups for macromolecules in the cytosol.

Understanding how simple systems are slowed down by HI is essential to es-
timate the protein mobilities in different cellular compartments, and hence de-
termine the time needed for a protein to come into contact with another protein,
which is highly relevant for docking reactions and ligand transport. Our result that
in a polydisperse system small proteins are slowed down less and larger particles
more than in a monodisperse suspension is essential information for the under-
standing of the cellular physical chemistry and reaction pathways. In addition, this
result is also relevant to the kinetics of the in-cell assembly of large structures.
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Figure 6.2: Experimental agreement of immunoglobulin diffusion under poly-
disperse and monodisperse crowding. Main figure: Apparent diffusion coefficient
D(φ) as a function of the total volume fraction φ, i.e. the volume fraction of Ig
and lysate combined. The symbols represent the experimental data recorded at
T = 293 ± 2K. Grey, pyramid symbols refer to samples of Ig in the absence of
lysate, whereas other symbols and colors refer to Ig-lysate mixtures with different
lysate batches (see the SI for the assignment of the batches). Finally, the dashed
line depicts a polynomial fit Dp(φ) of the diffusion of Ig in pure D2O. Top inset:
Apparent diffusion coefficient D(φ) as a function of the polynomial function Dp(φ)
for the samples in the presence of lysate (R2

w is the weighted coefficient of deter-
mination [270]). The shaded area depicts a ±5% deviation of D(φ) from Dp(φ).
Bottom inset: Artistic view of the two experimental systems (Ig-D2O, bottom
left, and Ig-lysate mixture, top) and of the simulations of hard-sphere suspensions
(bottom right), all pointing out the importance of hydrodynamic interactions.
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Figure 6.3: Simulated difference (agreement for R ≈ Reff) in particle diffusion
between polydisperse and monodisperse crowding. Main figure: Normalized trans-
lational diffusion coefficient D/Dmono of spheres with radius R, plotted against
the rescaled radius R/Reff. Dmono denotes the diffusion coefficient obtained in a
monodisperse solution of spheres with radius R at similar volume fraction φ. Reff

is the effective radius Reff = 3

√
⟨R3

i ⟩, characterizing the crowding conditions in
a mixture of spheres with radii Ri. The filled symbols depict the diffusion coef-
ficients of the tracers at the ratios ytr = φtr/φ as specified in the legend, with
the tracer volume fraction φtr. In particular, the filled symbols within the grey
rectangle refer to tracers with radius Rtr = RIg, as in the experiment. In this
case, the deviations of the diffusion in the polydisperse environment from that in
a monodisperse system are less than 5%. The empty symbols denote the diffusion
coefficients of the crowders. These are plotted for the case Rtr = RIg. The plot
refers to the ME lysate model. Inset: Reduced tracer diffusion coefficient Dtr/D0,
where D0 is the dilute limit diffusion coefficient, for a tracer of the size of Ig
(R = RIg = 5.5 nm) in a crowder from the ME model as a function of the reduced
diffusion coefficient Dmono/D0 in the monodisperse suspension. The shaded areas
(main figure and inset) depict a ±5% deviation of Dtr from Dmono.
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Abstract
Protein diffusion is not only an important process ensuring biological function,
but can also be used as a probe to obtain information on structural properties of
protein assemblies in liquid solutions. Here, we explore the oligomerization state of
ovalbumin at high protein concentrations by means of its short-time self-diffusion.
We employ high-resolution incoherent quasi-elastic neutron scattering to access the
self-diffusion on nanosecond time scales, on which interparticle contacts are not
altered. Our results indicate that ovalbumin in aqueous (D2O) solutions occurs in
increasingly large assemblies of its monomeric subunits with rising protein concen-
tration. It changes from nearly monomeric towards dimeric and ultimately larger
than tetrameric complexes. Simultaneously, we access information on the internal
molecular mobility of ovalbumin on the nanometer length scale and compare it to
results obtained for bovine serum albumin, immunoglobulin and β-lactoglobulin.

7.1 Introduction
Protein assemblies such as clusters in liquid solutions are of fundamental interest
regarding biological self-organization [273–275]. It is often difficult to understand
such assemblies by solely employing static methods such as small-angle scattering,
and experiments probing the protein dynamics are therefore performed in addi-
tion [276–280]. This observation holds in particular when protein assemblies are
not static but dynamic or transient [281].

Self-assembled protein aggregates can be reasons for diseases such as eye cata-
ract [5], sickle cell anemia [282], Alzheimer’s disease and Parkinson’s disease [283],
but are also interesting for medical applications.

In this context, incoherent QENS allows to unambiguously access the self-
diffusion of particles with nanometer hydrodynamic radii suspended in aque-
ous solutions. Using deuterated solvents, neutron backscattering spectroscopy be-
comes predominantly sensitive to the prevailing incoherent scattering from the
protein tracer particles [61]. Systematic studies of the diffusive dynamics of pro-
tein solutions permit to address the effect of macromolecular crowding [78, 233]
on both the global and internal motions of proteins [109, 120, 180]. It has been
shown that these two contributions can be reliably separated using high-resolution
QENS [33, 61, 109, 120]. Moreover, it has been shown that the translational center-
of-mass diffusion of globular proteins as a function of the protein concentration
in the solution can be quantitatively described in terms of the diffusion of col-
loidal hard spheres [109]. Besides macromolecular crowding, the diffusive dynam-
ics also depends on control parameters such as the sample temperature [64, 111]
and the charge state influenced by the possible presence of salt ions in the solu-
tion [33, 284]. Changes in the diffusive behavior due to structural changes induced
by denaturation [64, 182] or by mutations [285] could also be investigated. These
studies on simplified model systems composed of a single target protein in water
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complement other neutron spectroscopy studies on more complex systems which
mimic in vivo conditions, including the diffusion of selectively labeled proteins in
deuterated living cells [238]. By comparing spectra collected with deuterated and
hydrogenated solvents, it is also possible to determine the dynamics of the solvent
in vivo [286, 287].

Ultimately, the aggregation of proteins from a monomeric suspension into clus-
ters caused by the presence of multivalent salt ions has been explored using high-
resolution incoherent neutron spectroscopy [33, 131] and can be interpreted in
terms of the theory of so-called patchy colloidal particles [34, 35]. This agreement
points to the future perspective of quantitatively understanding and controlling
dynamic processes governing the formation of protein clusters and larger protein
aggregates.

A very useful observation made in several previous studies on the diffusion of
model proteins in aqueous solutions is that the protein center-of-mass undergoes
a strictly Brownian diffusion on the nanosecond and nanometer observation scales
of QENS and even in “physiologically” crowded suspensions (i.e. at volume frac-
tions of up to approximately 30%) [33, 61, 109, 120, 288, 289]. Importantly, this
observation is made without imposing it as an assumption in the model fitting,
implying that the dependencies of the different contributions from the global and
internal motions of proteins are obtained independently from the same data set.
The Brownian character of the center-of-mass diffusion has in particular been fur-
ther corroborated on backscattering spectrometers with an intermediate resolution
and broader energy transfer range. Due to the increasingly broad spectral contri-
bution of the center-of-mass diffusion from dilute suspensions at high scattering
vectors q, these spectrometers best access the high-q range. [33, 61]

The observed Brownian center-of-mass diffusion strictly obeys a Stokes-Einstein
temperature dependence [64] and, importantly, as already indicated above, a de-
pendence on the protein volume fraction in the solution that follows the model
for the short-time diffusive properties of colloidal hard-sphere suspensions [109].
Given this previous observation, it is now possible to conversely infer the size of a
macromolecular assembly, such as a protein cluster, via its effective hydrodynamic
radius, which defines its Brownian center-of-mass diffusion [131]. In this way, a
possible dependence of the formation of protein assemblies on external parame-
ters, such as the protein concentration can be explored. Moreover, the observation
time-scale of the employed spectrometer, given by the energy resolution of the
instrument, provides information on the life time of such an assembly.

In addition to the information on the center-of-mass motion of the assem-
blies, the elastic incoherent structure factor (EISF) [290] and a characteristic
linewidth associated with the internal molecular fluctuations, which can be com-
pared between different proteins, are obtained.

Here, we present a high-resolution neutron backscattering study of ovalbumin
(OVA) protein suspensions in heavy water (D2O). We investigate the oligomer-
ization based on the results of the global diffusion and we compare the internal
dynamics to BSA, Ig, and β-lactoglobulin (BLG) protein solutions. The global
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diffusion of BSA, Ig and BLG was investigated by Grimaldo et al. in 2015 [64]
and 2014 [120] and by Braun et al. [131], respectively. OVA is an approximately
globular protein, and aqueous OVA solutions have been studied previously us-
ing small-angle scattering [143]. Its structure has been understood in terms of
tetrameric assemblies that constitute the basic building blocks of OVA crystals
studied in protein crystallographic experiments. In liquid solutions, it appears
that the OVA tetramer may dissociate into dimers and monomers. However, this
possible dissociation has been subject to debate, because small angle X-ray scat-
tering (SAXS) measurements and other physicochemical measurements such as
analytical ultracentrifugation resulted in conflicting results [144]. Our results us-
ing QENS suggest that the dissociation of ovalbumin tetramers may occur at
sufficiently low protein concentrations.

7.2 Experiments and Methods
Chicken egg-white ovalbumin OVA (A5503, ≥ 98% purity), bovine serum albumin
(BSA) (A3059, ≥ 98% purity), the polyclonal γ-globulin from bovine blood (Ig)
(G5009 ≥ 99% purity), and β-lactoglobulin (BLG) (L3908, ≥ 90% purity) were
obtained as lyophilized powders from Sigma-Aldrich and used without further
purification.

Solutions were prepared by a direct dissolution of the mass mp of protein powder
in the volume V of D2O, defining the observable nominal protein concentration
cp := mp/V . The resulting dry protein volume fraction in the solution is calculated
as [109]

φ =
mpνp

V +mpνp
, (7.1)

where νp = 0.746ml/g is the specific volume of ovalbumin at 25◦C [291–293].
The dry volume fraction φ from Equation 7.1 can be linked to the real protein

concentration cp,real = φ/νp.
The experimental data were recorded on the neutron backscattering spectrom-

eter IN16B at the Institut Laue-Langevin (ILL), Grenoble, France [191], using
Si(111) monochromator and analyzer crystals, setting the elastic wavelength to
6.27Å. A phase space transformer [173] was used to optimize the neutron flux at
the sample position. The energy resolution function R(ω) had an approximative
width of ≈ 0.9µeV FWHM and was described analytically by a fit of two Gaussian
functions of the measured spectrum from a Vanadium sample [61]. The spectro-
meter chamber was kept in vacuum during the acquisition. The samples were filled
into cylindrical, indium-sealed aluminum sample holders and held in a standard
Orange cryofurnace during the data acquisition. In total, 18 detectors were used
to cover a scattering vector q-range of approximately 0.2Å−1 ≤ q ≤ 1.9Å−1.

The data reduction and analysis followed previously published protocols [61,
120]. The employed model for the scattering function S depending on the scat-
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tering vector q and energy transfer h̄ω was

S(q, ω) = R⊗ { β(q) [A0(q)L (γ(q), ω)

+ ( 1− A0(q) )L (γ(q) + Γ(q), ω)]

+ βD2O(q)L (γD2O(q), ω) } . (7.2)

Therein, R = R(q, ω) denotes the spectrometer resolution function, L (γ, ω)
represents a Lorentzian function with the width γ, β(q) is an intensity scaling
factor, and A0(q) the EISF of the proteins. Importantly, in the present study, two
types of fits using this model, Equation 7.2, were carried out: (a) individual fits
of the spectra for the different q-values (q < 1.8Å−1) separately, and (b) fits of
the spectra for all q-values simultaneously [64], denoted global fits. In the second
case (b), the dependencies γ(q) = D q2 and [62]

Γ(q) =
Dint q

2

1 +Dint q2 τ
(7.3)

were imposed. Thus, the global diffusion associated with γ(q) was assumed to be
Brownian, and the internal diffusion of the proteins associated with Γ(q) was as-
sumed to obey a so-called jump diffusion [62] with the internal diffusion coefficient
Dint and the residence time τ . In contrast, the first approach (a) confirmed the
validity within the errors of imposing γ = D q2 and the jump diffusion determining
Γ(q), Equation 7.3, in accordance with earlier studies [33, 61, 109, 120].

Example data and fits using Equation 7.2 are depicted in Figure 7.1. In the
plot, dash-dotted and dotted lines in the figure represent the result from the si-
multaneous fit of the spectra for all q at once, and solid lines report the result
from the fits without imposing any q-dependence. We observe a good agreement
of these two different fit approaches. The inset of Figure 7.1 displays the obtained
γ(q) for the case of the individual fits for each q (symbols). This inset illustrates
that the center-of-mass diffusion for the ovalbumin solutions follows Brownian dy-
namics without imposing it. The small deviation of the fit results from γ(q) = Dq2

at the highest q-values is presumably due to cross-talking of the signals from the
Lorentzian contributions with the widths Γ and γ.

The EISF A0(q) resulting from the fit of Equation 7.2 was fitted by [120, 290,
294]

A0(q) = p0 + (1− p0) [ p1A3−jump(q)

+ (1− p1)Asphere(q) ] . (7.4)

Therein, p0 denotes the fraction of hydrogen atoms that appear immobile on the
observation time scale of our experiment. p1 is the fraction of the mobile hydrogen
atoms undergoing a jump diffusion between three sites.



114

The remaining hydrogen atoms, (1 − p0)(1 − p1) are assumed to undergo a
diffusion inside an impermeable sphere with the confinement radius Rs. A3−jump(q)
and Asphere(q) are described as follows [120, 290, 294]:

A3−jump(q) =
1

3
[1 + 2j0(qa)] (7.5)

and

Asphere(q) =

∣∣∣∣3j1(qRs)

qRs

∣∣∣∣2 , (7.6)

where j0 = sin(x)/x and j1(x) denote the spherical Bessel functions of the zeroth
and first order, respectively. The three-site jump diffusion, Equation 7.5, is as-
sumed to be due to the reorientation of methyl groups -CH3, associated with a
fixed jump distance a = 1.715Å [120, 290, 294].

All data reductions and fits were performed using MATLAB (The MathWorks,
Inc.), partly involving MATLAB “mex”-files employing the GNU Scientific Li-
braries for numerical integration and root finding [61, 109].
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Figure 7.1: Example spectrum of ovalbumin (cp = 200 mg
ml

) in water (D2O) (sym-
bols) recorded on IN16B at T = 295K and q = 0.56Å−1. The solid lines denote
the results from the fit of the individual spectrum according to Equation 7.2 with-
out imposing any q-dependence. The red solid line superimposed on the symbols
denotes the fit result composed of the Lorentzian with the width γ modeling the
global diffusion (narrow brown line); the broader Lorentzian with the width Γ
for internal dynamics (yellow line); and the nearly flat fixed water contribution
(lower violet line). The dashed and dash-dotted lines superimposed on the solid
lines depict the fit result and fit components in the case of the fit approach that
imposes Brownian diffusion for the global motion and jump diffusion for the in-
ternal motion (see text). The water contribution is handled in the same way for
both approaches. The inset shows γ versus q2 from the q-dependent fit (symbols).
The solid line in the inset reports a fit of γ(q) = D q2.
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7.3 Theory and Modeling
From the tetrameric crystal structure (N = 4) of ovalbumin (PDB 1ova, four
chains) [92], we have extracted a dimeric structure (N = 2) by using only the
closely-bound chains A and B from the tetrameric structure. For the monomer
structure (N = 1) we used chain A.

For each of the three structures, HYDROPRO [295] was used to calculate the
translational and rotational diffusion coefficients in the limit of infinite dilution,
Dt0 = Dt0(N) and Dr0 = Dr0(N) as well as the radius of gyration Rg = Rg(N),
as summarized in Table 7.1.

The hydrodynamic radii Rh(N) were calculated from the translational diffusion
coefficients Dt0 determined with HYDROPRO.

For consistency with the neutron data, the HYDROPRO calculations were per-
formed using the viscosity and solution density of D2O [74].

Moreover, the GROMACS [296] tool pdb2gmx was used to add the missing
hydrogen atoms. Mathematica was used to extract the positions of the hydrogen
atoms in these protein monomer, dimer, and tetramer structures. From the thus
obtained hydrogen coordinates, the radial hydrogen density distribution functions
ρ(r,N) for these three structures were calculated (Figure 7.2).

The diffusion coefficients depend on the effective volume fraction

ϕ = φ · (Rh/R)
3 (7.7)

with the effective sphere radius R calculated from the specific volume νP and the
molar mass Mw [109, 120, 297, 298]:

R = 3

√
3

4π

νpMw

NA

(7.8)

with the Avogadro constant NA and the molecular weight of a monomer Mw =
42.7 kDa [299].

By rescaling the volume fraction using an effective radius, anisotropy effects
and influences due to the hydration layer are taken into account [109].

Established analytical expressions for hard spheres for ft(ϕ) (Ref. [59] Eq. (11,12))
and fr(ϕ) (Ref. [58] Eq. (21)) were used to rescale the translational and ro-
tational diffusion coefficients, respectively, for the different protein oligomers,
i.e. Dt(ϕ) = Dt0ft(ϕ) and Dr(ϕ) = Dr0fr(ϕ) which were then used to calculate
the volume fraction dependent apparent diffusion coefficient.

The apparent diffusion coefficient D can be obtained from the solution of the
implicit equation [61, 109]

n∑
l=0

Bl(q)
Drl(l + 1) + (Dt −D)q2

[Drl(l + 1) + (Dt +D)q2]2
= 0 , (7.9)
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Table 7.1: Table of properties of ovalbumin monomers, dimers, and tetramers
calculated using HYDROPRO [295] for D2O solutions (see text). The hydrody-
namic radii Rh are calculated from the translational diffusion coefficients in the
dilute limit Dt,0. D0 is the apparent diffusion coefficient in the dilute limit calcu-
lated by Equation 7.9 with Dt = Dt,0 and Dr = Dr,0. Rg is the radius of gyration.

N Rg Rh T Dt,0 Dr,0 D0

[nm] [nm] [K] [Å2/ns] [1/ns] [Å2/ns]

Monomer 1 2.28 2.8749
280 3.82 0.00341 4.74
295 6.30 0.00562 7.80
310 9.39 0.00838 11.60

Dimer 2 2.83 3.6029
280 3.05 0.00168 3.82
295 5.02 0.00277 6.30
310 7.49 0.00413 9.40

Tetramer 4 3.53 4.5944
280 2.39 0.000838 3.00
295 3.94 0.00138 4.94
310 5.88 0.00206 7.37

where n has to be chosen large enough to obtain convergence on the desired
q-range [61]. For our case, we chose n = 75.
Bl(q) in Eq. 7.9 is determined by the radial distribution of hydrogens ρ(r,N)

by

Bl(q) = (2l + 1)
∞∫
0

drρ(r,N)j2l (qr) (7.10)

with the lth order spherical Bessel functions of first kind, jl(x).
The values for D from HYDROPRO for the monomer are consistent with pub-

lished results for native ovalbumin obtained using Dynamic Light Scattering in
H2O solutions, namely D0 = 8.7Å2/ns at T = 25◦C [300] and D0 = 7.1Å2/ns at
T = 20◦C [301].
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Figure 7.2: Radial hydrogen density distribution functions ρ(r,N) of the oval-
bumin monomer (star symbols), dimer (circles), and tetramer (squares), obtained
from the associated protein data bank (PDB) structure files as described in the
text.

7.4 Results and Discussion

7.4.1 Rotational and Translational Diffusion

The observable apparent diffusion coefficients D of ovalbumin given by γ(q) = Dq2

with the fitted γ according to Equation 7.2 are depicted in Figure 7.3. The ex-
perimental values of D are depicted for the two distinct fit approaches explained
in the Experiment and Methods section: (a) by a fit without a priori imposing
γ(q) = D q2 (star symbols); and (b) by a global fit imposing γ(q) = D q2 and
Γ(q) = Dint q

2/(1 + Dint q
2 τ) (square symbols, cf. Experiments and Methods).

The results for both approaches agree very well.
The observed apparent diffusion coefficients scale with the temperature and pro-

tein concentration as expected, i.e. the diffusion increases with rising temperature
and decreases with rising protein concentration. For a better readability of the
plot, the diffusion coefficients are normalized by the monomer diffusion coefficient
in the dilute limit at the given temperature.

Figure 7.3 also reports an interpretation of these results for D by plotting the
calculated apparent diffusion coefficients D(ϕ) = f(Dr(ϕ), Dt(ϕ)) using Equa-
tion 7.9 for ovalbumin monomers (dash-dotted), dimers (dotted) and tetramers
(solid) based on colloid models for the short-time self-diffusion of hard spheres.
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This calculation is based on Equations 7.7 and 7.9 with the assumptions for
Dt = Dt(ϕ,N), Dr = Dr(ϕ,N) and ρ(r,N) (Figure 7.2) as explained in the The-
ory section. The samples are prepared with the nominal concentration cp of the
proteins in D2O (lower x-axis in Figure 7.3), resulting in the dry protein volume
fraction φ using Equation 7.1 (upper x-axis in Figure 7.3).

By comparing the experimental observation and theory, our results indicate
that at T = 295K ovalbumin assemblies are, on average, nearly monomeric at
cp = 100 mg

ml
, approximately dimeric at 200 mg

ml
, and tetrameric at cp = 350 mg

ml
. The

distribution may depend slightly on temperature as suggested by the slight spread
of the symbols for cp = 150 mg

ml
. We assume that a distribution of N -mers is

present that increasingly shifts to a tetrameric assembly with rising protein volume
fraction. Here we emphasize that in the present picture, the oligomers are seen as
rigid assemblies in our experiment with an observation time in the order of one
nanosecond.

The oligomers may be subject to internal fluctuations of the monomeric building
blocks relative to each other, or be subject to a dissociation of these building
blocks, on longer time scales. Moreover, a distribution of N -mers with different N
may result in an average apparent N due to the limited accuracy and ensemble-
averaging in our experiment.

7.4.2 Internal Diffusion

Simultaneously with the fit results for D, we obtain results on the internal molecu-
lar nanosecond relaxation motion of ovalbumin in D2O. Our experiment observes
these internal diffusive motions on a nanometer length scale, and, thus, displace-
ments smaller than the protein radius. For the internal diffusion, we employ the
individual fit approach for the spectra at each q separately, because the jump
diffusion model, Equation 7.3, only constitutes an approximate model of the in-
ternal diffusion. This model has nevertheless been shown to be sufficiently suitable
for proteins at physiological temperatures [63, 64, 120]. We obtain Γ(q) and A0(q)
(Equation 7.2) from this fit. Figure 7.4 depicts the resulting EISF A0(q) associated
with the internal diffusive motions of the proteins and the fits of Equation 7.4.
The resulting fit parameters for the EISF are given in Table 7.2. The EISF from
the different proteins are nearly indistinguishable within the limits of the present
experimental accuracy, as well as independent from the crowding. The latter ob-
servation is consistent with earlier findings [120]. The value for BSA is in good
agreement with the value found at T = 295K in an earlier study using a different
neutron spectrometer [64].

The confinement radius Rs does appear to have a systematic dependence on the
protein size. We note, however, that the fit results for Rs sensitively depend on
A0(q) at the lowest values for q, which are measured with the lowest two detec-
tors. For these two detectors, we may have systematic errors, because the overall
linewidth is small and thus approaches the resolution. Therefore, the results de-
pend sensitively on the model of the resolution function. In addition, the intensity
at low q might be affected by coherent scattering.
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Figure 7.3: Normalized apparent diffusion coefficients of ovalbumin (symbols)
obtained from the fits. Square symbols denote results obtained from a global fit
imposing the q-dependence of the global apparent diffusion γ(q) = Dq2 and jump
diffusion for the internal dynamics. Star-symbols denote results obtained by fitting
γ(q) = Dq2 to the fit results for γ(q). The samples were measured at the tempera-
tures T = 280, 295, and 310K (blue, red, and green symbols, respectively). The
lower x-axis denotes the nominal protein concentrations cp (Equation 7.1) from
the sample preparation, i.e. the weighed dry protein powder mass per volume
of D2O that it was dissolved in, and the upper x-axis represents the calculated
dry protein volume fraction φ (Equation 7.1). The lines indicate the theoretical
apparent diffusion coefficients for ovalbumin monomers (dotted), dimers (dash-
dotted), and tetramers (solid), respectively, calculated using Equation 7.9.

Table 7.2: Fit parameters for the EISF in Figure 7.4 and protein properties
calculated with the 3V software [302] (surface and volume) and percentage of
amino acids in helical structure and in β-sheet obtained from the PDB.

Rs p0 p1 Surface Volume % of % of
[Å] [nm2] [nm3] helix β-sheet

OVA 9.87± 0.40 0.35± 0.04 0.54± 0.05 109.10 58.621 32 32
BSA 10.88± 1.86 0.30± 0.11 0.65± 0.11 357.77 180.032 74 0
Ig 8.84± 0.89 0.27± 0.08 0.59± 0.08 450.50 205.833 6 49
BLG 7.79± 0.90 0.35± 0.11 0.45± 0.16 58.95 24.996 16 40
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Figure 7.4: Fit results (symbols) from Equation 7.2 for the EISF A0(q) at
T = 295K and cp = 200 mg

ml
(Ig, BSA, OVA) and cp = 300 mg

ml
(BLG), and fit

of Equation 7.4 to these results (lines). Square symbols denote BLG, triangle
symbols Ig, circle symbols BSA, and star symbols OVA, respectively.

The values for the linewidth Γ(q) associated with the internal dynamics are
shown in Figure 7.5 for exemplary data sets. We subsequently fit Equation 7.3
to Γ(q). The resulting fit parameters Dint and τ for all data sets are summa-
rized in Figure 7.6 for different proteins with different concentrations measured at
T = 295K.

Overall, the present results show that different proteins are characterized by
remarkably distinct internal fluctuations. We have therefore looked for systematic
correlations with properties of the proteins, namely the percentage of β-sheets or
helices in the secondary structure of the protein, the protein surface and surface-
to-volume ratio, as determined with the 3V software [302], by using the PDB
structures 1OVA Chain A [92], 3V03 [90], 1IGT [303] and 4Y0P [304] for OVA,
BSA, Ig and BLG, respectively. The corresponding values are also displayed in
table 7.2.

We have not found a parameter that would link the results for all four investi-
gated proteins in a monotonous way (see Figure 7.8), i.e. no obvious correlations
were found.
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Figure 7.5: Fit results for the linewidth of the Lorentzian contribution Γ(q)
associated with the internal molecular mobility of the proteins at T = 295K and
cp = 200 mg

ml
as a function of the scattering vector q (Equation 7.2), and fit of

Equation 7.3 (0.4Å−2
< q2 < 3.3Å−2) to these results (lines). Square symbols

denote BLG, triangle symbols Ig, circle symbols BSA, and star symbols OVA,
respectively.

7.4.3 Limitations of the Current Analysis and
Interpretation

We stress that all analysis presented in this work is subject to assumptions and
modeling, and the interpretation of the results is subject to the validity of these
assumptions, which we tentatively summarize here.

Regarding the analysis of the rotational and translational diffusion (Section 7.4.1),
we used a colloidal hard-sphere model. In this context, the following issues have
to be noted:

First, the excluded volume fraction φ by the proteins is calculated based on an
effective sphere volume of compact clusters. In the case of less compact clusters,
this assumption might not hold anymore, and a larger effective φ would be ex-
pected. Second, the theoretical φ-dependence of the diffusion of the oligomers is
calculated based on the assumption of non-charged colloidal spheres [58, 59]. The
validity of this approximation might break down in case of a strong interaction
between the clusters, as well as for strongly non-spherical clusters. In fact, for
attractive systems, a decay of D as a function of φ faster than expected for un-
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Figure 7.6: Top: Residence times at T = 295K associated with the internal
protein motions as a function of the protein concentration cp obtained from a fit
of Equation 7.3 to the widths Γ(q) (see Figure 7.5) based on q-dependent fits.
Square symbols denote BLG, triangle symbols Ig, circle symbols BSA, and star
symbols OVA, respectively. Bottom: Internal diffusion coefficients obtained from
the same fits.

charged hard spheres has been observed [78]. Third, since our QENS experiment
accesses an ensemble-average, the clusters may be subject to a size distribution
with unknown dispersity, but an average size that increases with φ (as previously
observed in lysozyme solutions [279]).

For a full picture regarding the cluster formation, both comprehensive SAXS
data and neutron spin echo data recorded under the same sample conditions (i.e.
at the same protein concentrations in D2O solutions without additional buffers)
would be required in addition to our neutron backscattering data [131], ideally
employing protein samples from the same production batch. In the absence of
such comprehensive data, our interpretation of cluster formation may remain am-
biguous.

Regarding the internal molecular diffusive motions we note: The possibility
to observe the internal motions on IN16B is presently limited by the explored
maximum energy range |h̄ω|≤ 30µeV. Moreover, the jump diffusion model, Equa-
tion 7.3, for the internal diffusion obviously constitutes an approximation of more
complex motions [63, 64, 180]. More fundamentally, even the Lorentzian Γ(q) in
Equation 7.2 accounting for the internal motions in the fit constitutes an approxi-
mation only of a more complex scattering function. There is no strong physical but



124

only a heuristic justification of the jump-diffusion model, because it reproduces
the observed q-dependence of Γ(q) quite well. Nevertheless, the residence time
τ showing the main differences could also be extracted by taking an average of
the asymptotic values at high q-values. Furthermore, the energy-landscape of a
protein contains many local minima which the hydrogens have to overcome to get
to a new position. It is therefore reasonable to assume that the atoms stay at one
position during the residence time τ before performing a diffusive jump. For this
reason, the jump diffusion model appears justified to some level. To identify the
driving parameters leading to distinct dynamics in different proteins, backscatter-
ing spectrometers having a broader energy range but broader energy resolution
may be employed in addition in further studies [64, 172, 192]. Moreover, the in-
ternal motions may in the future be further investigated by molecular dynamics
simulations. A scattering function calculated from such simulation results would
then replace Γ(q) in the fits.

7.5 Conclusions
The ensemble-averaged short-time protein center-of-mass self-diffusion in aqueous
(D2O) ovalbumin solutions observed using neutron backscattering spectroscopy
is not consistent with the picture of rigidly bound ovalbumin tetramers over
the entire range of protein concentrations explored. In contrast, both ovalbumin
monomers and dimers may be present at low concentration. The results for the
nominal protein concentrations of 100 and 150 mg

ml
, point to a suspension consisting

predominantly of monomers and dimers, and solely of dimers at 200 mg
ml

. At 350 mg
ml

tetramers or even larger aggregates appear to prevail. However, the aggregation
state of ovalbumin may depend sensitively on various environmental parameters
and even the specific protein batch explored. We also point out that our aqueous
sample solutions were based on D2O without any buffer, and results can differ
if H2O [32, 305] or if an additional buffer are used. Moreover, we used an effec-
tive hard sphere model to rescale the diffusion coefficients, obtained from the pdb
structures in the dilute limit, to match the desired volume fraction.

Our results illustrate the general possibility and describe the methodological
framework, using QENS, to infer on the assembly size and in this way, more
generally, on solution structure properties. Since the scattering signal from the
proteins in our samples is mainly incoherent, we unambiguously detect the self-
diffusion, or, synonymously, tracer diffusion of the protein N -mers, clusters, or
aggregates independent from their size. Moreover, another advantage of incoherent
QENS over complementary scattering methods consists in the linear dependence of
the scattering signal on the size of the assemblies, aggregates, or clusters, i.e. the
possible presence of large aggregates at a comparatively small partial number
density in a dispersed suspension would not “cover up” the scattering signal from
any possibly prevailing monomers.
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We emphasize that our current work addresses and illustrates the methodology
of neutron backscattering data analysis, and our resulting picture of the cluster
formation in the ovalbumin protein solution system is based on the observed global
diffusion. For a complete picture, a combination of other experimental techniques
including small-angle scattering and neutron spin-echo spectroscopy is required
in addition to neutron backscattering [131], ideally complemented by simulations.
Without such complementary information, ambiguities may remain regarding the
interpretation of the results.

We simultaneously obtain information on the internal molecular mobility of the
investigated proteins. By comparing those of OVA with the other model proteins
BLG, BSA, and Ig, we observe clear differences, which do not correlate in an
obvious manner with the structural properties of the protein such as the percentage
of β-sheet or helices or the surface-to-volume ratio. Further studies will be needed
to better understand how internal motions on the subnanosecond timescale are
tuned in different proteins.

Supporting Information
The neutron data are permanently curated by the ILL and accessible via
http://dx.doi.org/10.5291/ILL-DATA.9-13-477 (OVA, Ig, and BSA), and
http://dx.doi.org/10.5291/ILL-DATA.8-04-724 (BLG).

The Supporting Information contains the diffusion coefficients calculated for
spheres with equivalent hydrodynamic radii compared with the ones calculated
for the different clusters and the averaged residence times as a function of the
radii of gyration for different proteins. This information is available free of charge
via the Internet at http://pubs.acs.org
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Figure 7.8: Error-weighted average of the residence time τ (Equation 7.3) versus
the radius of gyration RG. No obvious correlation between residence time and the
radius can be seen.
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7.7 Additional Analysis: Determination of the
Number of Proteins within a Cluster by SAXS

Next to the data analysis based on the QENS data, structural information can be
obtained by investigating SAXS data. We therefore extracted the peak positions qc
of the SAXS profiles from Ianeselli et al. [143] for different protein concentrations.

Following Refs. 131, 276, the number of clusters nCluster can be calculated as
follows:

nCluster =
q3c

π34
√
2
. (7.11)

From the real protein concentration cp,real, as defined in Section 7.2, we calculated
the number of proteins nProt in the solution:

nProt =
cp,realNA

MW

(7.12)

with the molar mass MW = 42.7 kDa and the Avogadro constant NA.
The averaged number of proteins per cluster N can then be calculated as:

N =
nProt

nCluster

. (7.13)

(Note that Ianeselli et al. [143] use a different nomenclature for the protein con-
centration.) Figure 7.9 shows once more the diffusion coefficients in the upper
graph, similar to Figure 7.7, but also the averaged number of proteins in the
clusters obtained from the analysis of the SAXS data.
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8.1 Abstract
Salt-induced charges in aqueous suspensions of proteins can give rise to complex
phase diagrams including homogeneous solutions, large aggregates, and re-entrant
dissolution regimes. Moreover, depending on the temperature, liquid-liquid phase
separation (LLPS) may occur within the aggregation regime. Here, we systema-
tically explore the phase diagram of the globular protein bovine serum albumin
(BSA) as a function of temperature (T ) and protein concentration (cp) as well
as of the concentrations of trivalent salts YCl3 and LaCl3 (cs). By employing
incoherent neutron spectroscopy, we unambiguously determine the short-time self-
diffusion of the protein clusters depending on cp, cs and T . We determine the
cluster size in terms of effective hydrodynamic radii as manifested by the cluster
center-of-mass diffusion coefficients D. For both salts, we find a simple functional
form D(cp, cs, T ) in the parameter range explored. The calculated inter-particle
attraction strength, based on the short-time and microscopic properties, increases
with salt concentration and temperature in the regimes investigated and can be
linked to the macroscopic behavior.

8.2 Introduction
The quantitative understanding and the rational control of the formation of pro-
tein clusters in liquid suspensions is of interest for applications in the medical
field since protein aggregation can play a role in diseases, such as cataract [5].
Moreover, drug delivery can be enhanced in several ways: For instance, proteins
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can be concentrated whilst still maintaining their functionality. This prevents the
formation of irreversible protein clusters [306]. Alternatively, a triggered disassem-
bly of reversible clusters can be used e.g. for drug delivery purposes [307]. Such
fundamentally important contexts motivate the pursuit of a quantitative physical
modeling of protein aggregation and dissolution.

The charge screening and, ultimately, charge inversion caused by an increasing
concentration cs of trivalent salts in aqueous solutions of globular proteins can
result in complex phase diagrams. Theses phase diagrams have been observed for
several different globular proteins, such as BSA [22], human serum albumin (HSA),
ovalbumin and BLG[24] in combination with different salts such as YCl3, LaCl3,
FeCl3, AlCl3 [24, 308], HoCl3 [27, 36] as well as Y(NO3)3 and La(NO3)3 [26]. The
phase diagrams depend on the salt concentration cs, the protein concentration
cp, the temperature [34], the solvent [32] as well as on the salt cations [27] and
anions [26] present in solution. The known phases comprise regimes that manifest
themselves visually as transparent solution regimes and as turbid regimes, respec-
tively. Within the turbid regime, in general, large protein clusters form. In most
of the studied systems, a transparent solution regime can be observed at low salt
concentrations cs ≪ c∗ as well as at very high salt concentrations cs ≫ c∗∗, where
c∗ and c∗∗ denote the respective phase boundaries that depend on cp. Within the
range c∗ < cs < c∗∗, a so-called liquid-liquid phase separation (LLPS) can often
be found. It is marked by emerging and ultimately microscopically visible protein-
rich droplets embedded in a protein-depleted solution. At a given suitable (cs, cp)
combination, the LLPS can be reversibly triggered by crossing a critical solution
temperature. In the case of BSA, the LLPS is characterized by a lower critical
solution temperature (LCST) [34], while in the case of BLG, an upper critical
solution temperature (UCST) is observed [132]. Several theoretical descriptions,
reproducing the experimental phase diagram, have been published [35, 309].

By employing incoherent QENS, the apparent center-of-mass diffusion D of the
protein monomers or clusters is observed. The incoherent scattering is an intrinsic
property of our experiment and not a model-based approximation. Therefore,
the observable center-of-mass diffusion directly reflects the cluster size without
requiring any assumption on the monomer-monomer or cluster-cluster correlation
lengths.

In previous works, cluster formation of BSA in D2O was observed upon ap-
proaching c∗ for YCl3. QENS spectra, measured at constant temperature (295K),
were analyzed and a master curve depending only on the number of salt ions per
protein was found, which describes the global short-time self-diffusion [33]. Here,
we present a study expanding the parameter range by changing the temperature
and choosing two different salts, namely, YCl3 and LaCl3. We find a temperature
dependence of the cluster formation already from simple heuristic models and
use a more advanced model, based on patchy-particle colloid physics, to deter-
mine thermodynamic parameters driving the cluster formation. Previous studies
used a patchy-particle model [35] to describe the salt-induced protein adsorption
on surfaces [25]. In addition, the patchy-particle model helped understand cation
binding to BSA monitored by ITC and ζ-potential measurements [34].
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8.3 Theoretical Description of the Scattering
Function of a Solution with Clusters

Being a function of the energy transfer h̄ω and the momentum transfer h̄q, the
quasi-elastic scattering signal S(q, ω) of protein solutions can be described by
a sum of the contributions of the solvent SD2O(q, ω) and the protein SProt(q, ω)
convoluted with the instrumental resolution function R:

S(q, ω) = R ⊗ {βD2OSD2O(q, ω) + βSProt(q, ω)} (8.1)

with the q-dependent scalars β(q) and βD2O(q). To compare the water contribution
in a concentrated protein solution to a pure solvent measurement, the signal has
to be rescaled by a factor βD2O accounting for the protein volume fraction as
explained in Ref. 61. Since proteins are not rigid bodies, their scattering signal can
be divided into the scattering signal describing their global and internal dynamics:

SProt(q, ω) = SProt,global(q, ω)⊗ . . .

[A0(q)δ(ω) + (1− A0(q))SProt,internal(q, ω)] (8.2)

with a delta function δ(ω) and the EISF A0 accounting for the confined motions
in the protein [33]. The EISF, containing information on localized motions, can be
described with several contributions, such as three-site jump diffusion or diffusion
in a sphere [33].

Depending on the nature of the protein studied, several models have been used
to describe its internal dynamics, such as jump diffusion models [96, 203], descrip-
tions based on energy landscapes [310], and models of switching diffusive states
[33]. Within this study, we use a jump diffusion model as described by Singwi
and Sjölander [62] with a diffusion coefficient Dint and a residence time τint. It has
been shown that the model is able to describe the internal dynamics of BSA in
the temperature range investigated here [33]. The scattering signal describing the
internal dynamics of the protein can thus be written using a Lorentzian function
SProt,internal(q, ω) = LΓ(ω) with the width

Γ =
Dintq

2

1 +Dintτintq2
. (8.3)

Numerous QENS studies confirm a Brownian center of mass diffusion of the
proteins in solution. The scattering function can then be described by one ap-
parent diffusion coefficient Dapp, which can, on the one hand, contain contri-
butions from rotational and translational diffusion [61, 120], but on the other
hand, also contributions of different particles with different sizes (e.g. clusters)
[33, 96, 131]. The scattering function for the global diffusion can then be described
by a Lorentzian function with the width γ = Dappq

2:

SProt,global(q, ω) = Lγ(ω) (8.4)
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In a system that contains scatterers with N different sizes, which diffuse in-
dependently, the scattering function can be written as a sum of the individual
contributions

SProt,global(q, ω) =
N∑
j=1

wjSj(q, ω) (8.5)

with the relative weight wj of particles of type j. In a cluster-forming system, the
cluster size distribution, ρn, can be described by Flory-Stockmeyer theory as a
function of the binding probability pb, and the number of patches per particle m
[33, 311]:

ρn = ρ(1− pb)
m
[
pb(1− pb)

m−2
]n−1 m(mn− n)!

(mn− 2n+ 2)!n!
(8.6)

Assuming that a n-cluster can be modeled as a hard sphere of the combined
volume of n monomers, the rotational and translational diffusion coefficients can
be calculated with the Stokes-Einstein relations for the dilute limit and can then
be rescaled to the corresponding volume fraction φ (Ref. 59, Eqns. 11 and 12) and
(Ref. 58, Eq. 21):

Dn
t =

kbT

6πη(T )Rn

ft(φ) (8.7)

Dn
r =

kbT

8πη(T )R3
n

fr(φ) (8.8)

with the temperature-dependent viscosity of D2O η(T ) [74] and the cluster radius
Rn = n1/3 ·RMonomer. Grimaldo et al. [230] recently showed that in inhomogeneous
mixtures, the short-time self-diffusion is mainly driven by the total volume fraction
of the solute if the tracer particle radius R is comparable to the averaged radius
3

√
⟨R3

i ⟩ of the particles in solution.
The apparent diffusion coefficient is calculated as described in Ref. 109, for

each n-cluster by assuming a hydrogen distribution of a sphere with radius Rn

and minimizing the L2 norm:

||Sr,t(q, ·)− αLγ(·)||2=
∫

[S(q, ω)− αLγ(ω)]
2 dω (8.9)

with the scalar α depending on q and γ = Dapp · q2. The scattering function for
the global diffusion, which can be described with one single Lorentzian Lγ(ω) for
a monodisperse solution, therefore results in [33]

Sglobal(q, ω) =

∑
n nρn(m, pb) · α(n, q)Sn(q, ω)∑

n nρn(m, pb)

=

∑
n nρn · αLDn

appq
2(ω)∑

n nρn
(8.10)
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In a first approximation, the scattering function can be approached by a Lorentzian
function Lγglobal(ω) with the width γglobal = Dglobalq

2 with

Dglobal ≈
∑

n nρn(m, pb) ·Dn∑
n nρn(m, pb)

(8.11)

The Wertheim theory for patchy particles with m bonding sites describes pb, used
in Equation 8.6, as a function of the attraction strength, εAB, between two particles
A and B [35, 312, 313]:

pb
(1− pb)2

= ρm∆AB (8.12)

∆AB = 4πgHS(σ)KABFAB (8.13)

FAB = exp

(
εAB

kbT

)
− 1 (8.14)

with KAB defined by Chapman et al. [313] as an integral measuring the volume as-
sociated with the binding sites A and B. The attraction strength εAB is described
via the chemical potential µs(cs) depending on the free binding energy εb between
a protein and a salt ion and on the free bridging energy εuo between an unoccu-
pied and occupied patch of two different proteins as described by Roosen-Runge
et al. [35]. The attraction strength εAB can also be linked to the second virial
coefficient via an integral expression over the solid-angle averaged Mayer function
[314, 315]. The two free energies can be expressed by entropic and enthalpic con-
tributions [34]. It should be emphasized that the present study, performed at high
protein concentrations and in D2O, is not expected to yield the same results as
previous studies [25, 34] due to the different solvent [32] and due to the fact that
the high protein concentrations, used in the experiments, favor also the bridging
event of two proteins, which was limited in previous studies by using low protein
concentrations [34].

8.4 Experiment
BSA was obtained from Sigma Aldrich as lyophilized powder (A3059, 98% pu-
rity) and used without additional purification. YCl3 (18682, 99.9% purity), LaCl3
(87911, anhydrous, 99.9% purity) and D2O (14764, 99.8% purity) were obtained
from Alfa Aesar. The samples were prepared following the protocol established
by Roosen-Runge et al. [109] using a 100mM YCl3 stock solution.

The experiment was carried out on the cold neutron backscattering spectrometer
BASIS at the Spallation Neutron Source (SNS), using its Si(111) analyzers. BASIS
provides an energy resolution of approx. 3.5µeV FWHM and an energy range
−100µeV≤ h̄ω ≤ +100µeV at a scattering vector range 0.4 Å−1 ≤ q ≤ 1.9 Å−1

[172]. The samples were measured in hermetically sealed double-walled cylindrical
aluminum containers and kept in a closed-cycle cryostat during the experiment.
The sample preparation followed the protocols previously described by Grimaldo
et al. [33].
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8.5 Results and Discussion
Previously published protocols were used to perform the data reduction and ana-
lysis [61, 120]. Taking into account the resolution function R(q, ω), fitted with
five non-centered Gaussians, it is possible to model the scattering signal by

S(q, ω) = R ⊗
{
βD2OLγD2O

(ω) + β(q)Sglobal(q, ω)⊗ ...

[A0(q)δ(ω) + (1− A0(q)Sinternal(q, ω))]} (8.15)

with the scattering functions Sglobal(q, ω) and Sinternal(q, ω) describing the global
and internal dynamics of the proteins, respectively. In all fits performed, the
scattering signal contribution of D2O was rescaled to take the specific volume of
the BSA into account and modeled with one Lorentzian based on time-of-flight
data [61].

In a first approach, the scattering functions describing the contribution of the
global and internal dynamics to the quasi-elastic scattering function at ambient
temperatures can be modeled by two Lorentzians Lσ(ω) with a width σ [33, 33,
61, 120, 131].

S(q, ω) = R ⊗
{
βD2OLγD2O

(ω)+ ...

β(q) [A0(q)Lγ(ω) + (1− A0(q)Lγ+Γ(ω))]} (8.16)

An example spectrum with a corresponding fit of Equation 8.16 is displayed in
Figure 8.1.

Without imposing any q dependence on the fit, the width γ of the Lorentzian
Lγ(ω), accounting for the global diffusion, can be described with the diffusion
coefficient D = γ/q2 (inset Figure 8.1) revealing a Fickian diffusion.

Figure 8.2 shows the normalized diffusion coefficients for different cs/cp ratios
and temperatures obtained from the slope of the q-dependent γ for both salts
investigated (YCl3 and LaCl3). The normalization of the diffusion coefficient by
the one obtained from a salt-free sample at the identical temperature and protein
concentration eliminates both the slowing-down due to the crowding [120] and
the Stokes-Einstein temperature dependencies of the monomeric solution [33].
Changes in the diffusion coefficients can therefore be related to changes in the
averaged hydrodynamic radii of the particles studied. For all temperatures, a uni-
versal slowing down is found in this renormalized representation. This salt-induced
slowing-down of the diffusion is independent of the protein concentration. It only
depends on the number of salt ions per protein and has already been reported
at T = 295K by Grimaldo et al. [33]. Here we confirm the observation also for
T = 280K, 300K and 325K, as well as for LaCl3. This slowing-down can be
described by a polynomial approach:

g(cs/cp) = 1 + a2 (cs/cp)
2 + a4 (cs/cp)

4 (8.17)
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Figure 8.1: Example spectrum (blue circles) with cp = 200 mg
ml

, cs = 15.1mM,
T = 280K at q = 1.15Å−1 containing the rescaled D2O signal (brown circles)
fitted with Equation 8.16. Red, yellow, violet and green lines represent the fit
result, the global and internal diffusion as well as the water contribution (D2O),
respectively. Inset: HWHM γ of the narrower Lorentzian function as a function
of q2 with the corresponding fit offering access to the apparent global short-time
self-diffusion.

The number of free parameters can be reduced if an exponentially decaying func-
tion with a squared argument is used:

g1

(
cs
cp

)
=

D(cs, cp)

D(cs = 0, cp)
= exp

(
a

(
cs
cp

)2
)

(8.18)

For all temperatures investigated, the fit parameters of Equation 8.17 and Equa-
tion 8.18 show monotonous trends with increasing temperature (Figure 8.3),
which indicates the formation of clusters.

As shown in Figure 8.2, the normalized diffusion coefficients obtained from the
sample series containing LaCl3 decay more slowly than the normalized diffusion
coefficients of the samples with YCl3. At the same cs/cp and at the time and
length scales given by the experimental set-up, YCl3 induces a cluster size distri-
bution with a larger average cluster size than LaCl3. In other words, in the case of
YCl3, the clusters approach already at smaller salt concentrations close to c∗ sizes
comparable to the wavelength of visible light and higher screening is necessary to
dissolve the clusters around c∗∗. On the macroscopic level, this results in a broader
second regime where clusters make the solution appear turbid [27].
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Figure 8.2: Normalized observable center-of-mass diffusion coefficients
D(cs/cp)/D(cs = 0, cp) as a function of cs/cp for different temperatures (one sub-
plot each). Diffusion coefficients of samples with cp = 200mg

ml
and cp = 300mg

ml
are

denoted by stars and circles, respectively. Dashed and dotted lines are the results
of Equation 8.17 and Equation 8.18, respectively. Red and blue symbols and lines
represent YCl3 and LaCl3, respectively.

The width Γ of the second Lorentzian function of Equation 8.16 accounts for all
other motions on the time scale observable, e.g., the dynamics within the protein
and in the clusters. As explained above, we assume rigid but dynamic clusters.

To model the cluster formation using Equations 8.6 and 8.11-8.14, the given
apparent global diffusion coefficients can be used to calculate the protein-protein
binding probabilities as described by Grimaldo et al. [33]. Based on these, the
corresponding attraction strength εAB can be calculated for each sample measured.
In accordance with [34] we choose a total number of m = 6 patches per protein.
While the binding probability still follows a temperature-dependent master curve
(see Figure 8.4), the attraction strength εAB depends on the volume fraction due
to the fact that the model in Equation 8.12 includes the protein number density.

For both salts, the calculated binding probabilities exceed the theoretical limit
of pmax

b = 1
m−1

= 0.2. This might be explained by a deviation from the assumed
cluster size distribution or by clusters which are not fully compact and are there-
fore bigger than assumed by the model.
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Figure 8.3: Functional relationship of the parameters describing the master curve
established at each temperature. Blue stars, cyan circles and red asterisks represent
the temperature-dependent fit results of Equation 8.17 for YCl3, LaCl3 as well as
the results previously published for YCl3 [33] at T = 295K, respectively. Green
hexagrams and black triangles represent the fit results of Equation 8.18 for YCl3
and LaCl3, respectively. The reduced number of fit parameters reduces the errors.

The calculated attraction strengths are shown in Figure 8.5. For both systems
studied, the attraction strength increases with temperature and salt concentra-
tion, which is consistent with the LCST-LLPS phase behavior observed for these
systems [27].
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8.6 Conclusion
We investigated the short-time self-diffusion of BSA solutions in the presence of
different trivalent salts, approaching c∗ at different temperatures. Apart from re-
producing the previously investigated master-curve describing the salt-induced
slowing down of the short-time self-diffusion at 295K [33], we observed a change
of this master curve with temperature. At higher temperatures, the master curve
decays faster than at lower temperatures and salt-dependent effects become more
pronounced. This can be explained by a temperature-induced cluster formation.
From the normalized master curve describing the diffusion coefficients, the bind-
ing probability, showing also a consistent trend, was calculated. This allowed to
calculate the attraction strength. Its dependence on the salt concentration, tem-
perature and the type of cation is consistent with the macroscopic phase behavior.
Especially at high temperatures, the attraction strength induced by the Y3+ ions
was stronger than the one induced by La3+ ions.
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9.1 Abstract
The process of protein crystallization from aqueous protein solutions is still in-
sufficiently understood. During macroscopic crystal formation, occurring often on
time-scales from a few hours to several days, protein dynamics evolves on the
molecular level. Here, we present a proof of concept and a framework to observe
this evolving diffusive dynamics on the pico- to nanosecond time-scale, associated
with cluster or precursor formation that ultimately results in emerging crystals.
We investigated the model system of the protein β-lactoglobulin in D2O in the
presence of ZnCl2 which induces crystallization by electrostatic bridges. First, the
structural changes occurring during crystallization were followed by small-angle
neutron scattering. Furthermore, we employed neutron backscattering and spin-
echo spectroscopy to measure the ensemble-averaged self- and collective diffusion
on nanosecond time-scales of protein solutions with a kinetic time resolution on
the order of 15 minutes. The experiments provide information on the increasing
number fraction of immobilized proteins as well as on the diffusive motion of un-
bound proteins in an increasingly depleted phase. Simultaneously, information on
the internal dynamics of the proteins is obtained.

9.2 Introduction
Protein crystallization is of great interest due to its crucial role for the determina-
tion of protein structures in crystallography as well as for applications such as drug
design [21]. Despite its importance, a fundamental understanding of the mecha-
nisms underlying protein crystallization is still missing [316, 317]. Under suitable
conditions, protein crystals can grow from aqueous protein solutions. For instance,
crystallization of negatively charged proteins from solution can be triggered by
the presence of divalent salts such as ZnCl2 or CdCl2 [41, 134] or trivalent salts
(YCl3) [133]. Appropriate conditions can induce a liquid-liquid phase separation
in the system [184, 318] which might promote crystallization via two-step nucle-
ation pathways [133]. Generally, crystal growth resulting in macroscopic crystals
proceeds on different time-scales [41] and may take several days.

The process of crystallization has been investigated employing various tech-
niques such as differential scanning calorimetry [319–321], atomic force microscopy
[322–324], transmission electron microscopy [324, 325], optical microscopy [41, 326,
327], dynamic light scattering [317, 325, 328], Fourier transform infrared spec-
troscopy [329], small angle X-ray scattering (SAXS) [41, 325], small angle neutron
scattering (SANS) [330] and simulations [331, 332]. Notably, small-angle scatter-
ing can provide information on the proteins in solution, on the crystal structure
and on protein-protein interactions during the crystallization [41]. The phase dia-
gram and therefore also the crystallization process can be influenced by several
parameters such as concentrations of both the proteins and co-solvents [26, 27],
temperature [34, 333], vibrations [334], surfaces of the sample containers [335, 336],
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solvents and additives [32, 305, 326, 337, 338] and electric or magnetic fields [339].
Furthermore, different purification methods or different batches of the protein in
question may result in different crystallization behavior.

While phenomenological observations and kinetic studies of the structure it-
self revealing both classical and non-classical crystallization pathways [37, 134,
327, 332, 339–342] are relatively frequent, only few studies are available on the
molecular-level crystallization dynamics [41, 343]. Studies of the diffusive dy-
namics of dissolved proteins and the formation of protein clusters in solution
[33, 64, 96, 109, 120, 131, 238, 277, 344] are more common. The lack of dynamical
characterization is particularly puzzling, as diffusive motions are affecting assem-
bly in essential ways, i.e. in the case of diffusion-limited aggregation or release
from frustrated local configurations.

Here, we make a proof of concept and a first step towards establishing a frame-
work to observe and analyze the ensemble-averaged pico- to nanosecond time-scale
diffusive dynamics in protein solutions during crystallization in order to provide
a complementary view on the process and inspire further theoretical work on the
microscopic processes and dynamics. As a model system, we investigate aqueous
(D2O) solutions of protonated bovine BLG in the presence of ZnCl2.

BLG, as the major protein in the whey of ruminant species, is also interesting
for applications in the food industry [345, 346].

A study of the dynamics of the proteins throughout the nucleation and crys-
tallization process can contribute to a complete overall picture. Having veri-
fied that the crystallization process appears on suitable time-scales using SANS
and optical observation, we use quasi-elastic neutron backscattering spectroscopy
(QENS) to access the self-dynamics of the proteins in the scattering vector range
of 0.2Å−1 < q < 1.9Å−1 exploiting the prevailing incoherent scattering from their
hydrogen atoms [13] Moreover, using neutron spin echo (NSE) spectroscopy, we
access smaller q values (q = 0.082Å−1 − 0.1Å−1), where the coherent scattering
dominates and therefore enables an investigation of the collective dynamics of
the proteins. Before crystallization, the collective dynamics observed at the Bragg
peak (qBragg = 0.082Å−1) [41, 134] provides information on the coordinated relax-
ation of concentration fluctuations with wavelengths comparable to the distances
in the crystalline state. While the amount of proteins in the crystal increases, the
signal at this q becomes dominated by the motion of the proteins in the crys-
talline state, whereas the off-peak scattering is essentially only originating from
the proteins in solution throughout the process.

These neutron spectroscopy techniques thus access the evolution of the dynam-
ics of individual proteins from their free diffusion in the supersaturated solution
to their rearrangements during crystallization on different time- and length scales.
It is important to note that neutron scattering as non-invasive technique is not
influenced by sample turbidity (such as light scattering) and also does not lead to
radiation damage, which can be a problem for X-ray scattering techniques.
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Generally, we note that, although we did everything possible to ensure repro-
ducible conditions, a complex kinetics experiment with nucleation events such as
the presented one on different instruments cannot be expected to be 100% repro-
ducible. Importantly, these neutron spectroscopic studies became only possible
in the kinetic mode by significant improvements of the instrumentation in recent
years.

This article focuses on the development of the experimental technique and on
the data analysis and interpretation and displays a first step for exploiting sys-
tematically the dynamics throughout the crystallization process.

We emphasize that in this context certain aspects of the analysis are necessarily
oversimplified, but that we believe that this helps to make the key features better
visible.

9.3 Materials and Methods

9.3.1 Sample Preparation

Bovine BLG (purity of 90%, L3908), ZnCl2 (purity ≥ 99.995%, 429430) and D2O
were purchased from Sigma-Aldrich, now Merck, and used without further purifi-
cation. A BLG stock solution was prepared by dissolving 200mg protein powder
in 1ml D2O (nominal concentration cp = 200mg/ml). The BLG stock solution was
mixed with appropriate amounts of D2O and a 100mM ZnCl2 stock solution (in
D2O) to obtain a sample with a protein concentration cp = 100mg/ml and a salt
concentration of cs = 35mM. After mixing the components, the sample was vor-
texed to obtain a turbid, but macroscopically homogeneous solution. Photographs
of the non-crystallized and crystallized sample are shown in the Supporting Infor-
mation in Figure 9.9.

9.3.2 Small-Angle Neutron Scattering

Time-dependent SANS was performed at beamline D11 [347, 348] at the Institut
Laue-Langevin (ILL) Grenoble, France. A freshly prepared sample was stored
at 8 ◦C until first crystals were visible and then measured in a time series at
room temperature. Neutrons with a wavelength of λ = 6Å with ∆λ/λ = 9%
were used to measure for 2min per run at a sample-to-detector distance of 2 m
(with an incident beam collimation distance of 5.5m) covering a q-range from
0.03Å−1

< q < 0.33Å−1. The scattering vector is defined by

q =
4π sin θ

λ
(9.1)

with a scattering angle 2θ. A rectangular neutron beam of 10 mm height and
7mm width was used to illuminate the samples which were filled into Hellma
quartz cuvettes of 1 mm path length. The scattering intensity was recorded with
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a 3He MWPC CERCA detector with 256× 256 pixels of 3.75mm× 3.75mm size.
The two-dimensional scattering data were corrected pixel by pixel according to
standard routines and then azimuthally averaged to obtain one-dimensional scat-
tering curves as presented in Figure 9.1. For the data reduction the LAMP software
available at the ILL was employed. Light water (H2O, 1mm path-length) served
as a secondary intensity calibration standard. Data were put on absolute scale by
using the differential scattering cross-section of H2O (0.983 cm−1 for λ = 6Å).

9.3.3 Quasi-Elastic Neutron Backscattering

For the quasi-elastic neutron backscattering (QENS) measurements the sample
was filled into a double-walled aluminum cylinder (23 mm outer diameter, 0.15 mm
gap, i.e. difference between inner and outer radius), sealed against vacuum and
inserted into the instrument at T = 7 ◦C for the measurement [349]. The experi-
ment was carried out using the cold neutron backscattering spectrometer IN16B
at the ILL [191]. The sample was inserted into a standard orange cryofurnace
mounted inside the evacuated secondary spectrometer chamber. The instrument
was used with unpolished Si(111) crystal monochromator and analyzers and a
vertically position-sensitive detector (PSD) consisting of 16 3He detector tubes
covering a scattering vector range of 0.57Å−1 < q < 1.94Å−1. In addition, two
small-angle detectors with a slightly lower energy resolution (due to a small angu-
lar deviation from backscattering) were placed at q = 0.19Å−1 and 0.29Å−1. An
energy transfer range of −30µeV< h̄ω < 30µeV was detectable in the so-called
inverse geometry by Doppler-shifting the incident monochromatic neutrons using
an AEROLAS Doppler drive operating with a sinusoidal velocity profile with an
amplitude of 75 mm and maximum velocity of 4.5m/s. The flux at the sample
was optimized by a phase space transformer (PST) chopper disk [173], carrying
graphite mosaic crystals at its circumference and spinning at 7100 rpm during the
experiment, corresponding to a crystal velocity of 243 m/s.

During the entire backscattering experiment, we recorded 15 minute frames at
full energy range. By using a running average, the raw data was binned to obtain
spectra which were collected over three hours with a time resolution of 15 minutes.
Data reduction and fits were carried out using MATLAB R2017a (The MathWorks,
Inc.). We normalized the measured intensities by the incident neutron flux and
detector efficiency obtained from the vanadium measurement, and we subtracted
an empty can signal from the protein solution spectra. Since the spectra collected
are based on counting events, its errors are given by the Poisson statistics.

9.3.4 Neutron Spin-Echo Spectroscopy

A sample with identical concentrations was prepared and measured using the
neutron spin-echo spectrometer IN11 at the ILL [349, 350]. The sample was filled
into a 1 mm quartz cuvette and measured at T = 7 ◦C with a wavelength of λ = 8Å
iterating between the scattering angles 6◦ and 7.3◦, covering the scattering vectors
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qBragg = 0.082Å−1 and qoff = 0.1Å−1. Measurements were only performed at these
scattering vectors to focus on the time dependence of the crystal growth.

Since the sample did not crystallize homogeneously over the entire cuvette, the
sample was partially shielded with cadmium (around 41 hours after the sample
preparation) to focus on the crystal growth once crystals were visible by eye. The
resolution functions of the instrument were determined for the different experi-
mental conditions using the elastic scattering of graphite, measured with the exact
same Cd-mask as the protein sample. Each Fourier time point was measured for
45-90 s, resulting in a time resolution of around 80 minutes per scattering angle
q. The data were normalized by the instrument resolution function and further
analyzed with MATLAB.

9.4 Results and Discussion

9.4.1 Structural Characterization

SANS measurements were performed to investigate the time the sample needs
to crystallize and to determine Bragg peak positions. Figure 9.1 shows the time
dependent scattering signal of the sample. A sample prepared and measured at
room temperature did not crystallize and served as a non crystallizing reference
(black dotted line). By decreasing the temperature to T = 8 ◦C crystal growth
could be triggered in a second sample. Once crystals were visible, they continued
growing at room temperature and were measured by SANS. During the crystal-
lization process, the overall scattering intensity decreases owing to the decrease
of protein clusters in solution. Upon crystal formation Bragg peaks appear, which
are used for the dynamic measurements later, whose intensity increases as the
crystallization process evolves.

9.4.2 Model of the Scattering Function for Backscattering
describing the Self-Diffusion

When hydrogenated proteins are measured in deuterated solvents, the incoherent
scattering from hydrogen dominates in the q-range investigated with IN16B. In
contrast to the coherent scattering containing structural information investigated
in the previous section, the short-time self-diffusion is investigated with incoherent
QENS [44].

In a crystallizing sample, at least two protein populations contribute to the
scattering function: immobile proteins inside and mobile ones outside of the crys-
tals. Besides, salt-induced [23, 33, 41, 134] as well as crowding-induced [96, 131]
oligomeric populations may be present. While the global diffusion of proteins in
crystals (as well as those in very large aggregates, diffusing so slowly that the
energy transfers cannot be detected with the given energy resolution, see Sec-
tion 9.4.3) should be negligible, we expect the “free” proteins to be well observ-
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Figure 9.1: SANS measurements of two different samples with the same con-
centration. The black dotted line shows the SANS profile of a non-crystalizing
sample prepared at room temperature. Solid lines show the time dependence of
a second sample which was followed after macroscopic crystals were already vis-
ible in the cuvette which was stored at 8 ◦C. The red and blue dotted vertical
lines represent the q-values at which the NSE measurements were performed. All
SANS measurements were performed at 20 ◦C. These data represent the best time
resolution currently available for this sample condition, evidencing the course of
crystallization on time scales of several hours.

able within the accessible time-scale. Moreover, internal motions contribute to
the recorded scattering function as well. In principle, internal dynamics could be
different in crystals and in solution. Although a change of fast vibrational dy-
namics was observed by Raman spectroscopy upon lysozyme crystallization [351],
nuclear magnetic resonance (NMR) studies suggest that differences on a pico- to
nanosecond time-scale are absent or very limited [352, 353]. Hence, in order to
keep the model as simple and robust as possible, i.e. to reduce the number of free
parameters, we model the scattering function S(q, ω) as a sum of the contributions
from non-diffusing proteins in crystals or large aggregates and diffusing proteins
in solution with the same internal dynamics:

S(q, ω) = R(q,ω)⊗ {β(q)×
[Ac [A0(q)δ(ω) + (1− A0(q))LΓ(ω)] +

(1− Ac) [A0(q)Lγ(ω) + (1− A0(q))Lγ+Γ(ω)] ]

+βD2OLγD2O
(ω)} . (9.2)
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q denotes the scattering vector and h̄ω is the energy transfer. We note that the
assumption of identical internal dynamics of proteins in crystals and in solution
may lead to systematic errors. In contrast, allowing for (slightly) different dy-
namics as well as considering additional contributions from protein clusters would
render the fit ill-posed. We therefore prefer a simplified model. In Equation 9.2,
Ac and (1 − Ac) denote the fraction of non-diffusing and diffusing proteins, res-
pectively, and δ(ω) is a delta function accounting for immobile proteins. L{...} de-
note Lorentzian functions accounting for diffusive (global and internal) dynamics
with the index to this symbol denoting the respective half-width at half maxi-
mum. In particular, the linewidth γ accounts for the averaged global diffusion
of monomeric and dimeric proteins as well as of small protein clusters in solution,
whereas Γ describes the average internal dynamics. β(q) is a scaling factor, while
the so-called elastic incoherent structure factor (EISF) A0(q) provides informa-
tion on the geometry of confinement of atoms within the protein [290]. Finally,
the term βD2OLγD2O

(ω) accounts for the contribution of D2O and is fixed during
the fit, as explained in Ref. [61], and R(q, ω) represents the resolution function of
IN16B determined from the spectrum of a vanadium standard (width ≈ 0.9µeV
full width at half maximum). In the fit algorithm, R(q, ω) is described analytically
by a sum of two Gaussian functions, and the convolution R(q, ω)⊗ {...} is carried
out analytically, yielding R(q, ω)⊗ δ(ω) = R(q, ω) and Voigt functions consisting
of R(q, ω) and L{...}.

In a first step, the parameters β(q), A0(q), γ and Γ are fitted q-wise, while Ac

is set as a global, q-independent parameter. The errors of the fit results represent
the 95% confidence bounds of the fit based on the inverse Jacobian matrix. Two
examples of a fitted spectrum (first and last spectrum of the time-dependent
measurement) are shown in the insets of Figure 9.2 with the main figure showing
the time dependence of the scattering signal at q = 1.48 Å−1. Already in the
raw data, a reduction of the overall spectral width and an increase of the elastic
contribution with time is visible. The widths γ obtained from a fit of Equation 9.2
are plotted as a function of q2 in Figure 9.3.

The red triangles in Figure 9.3 corresponding to the sample 1.5 hours after
preparation deviate slightly from a straight line (shown as black dotted line). We
use a well-established formula to fit this apparent signature in q, as described by
the Singwi and Sjölander jump-diffusion model [62]

γ =
D q2

1 + τD q2
, (9.3)

where D is the jump-diffusion coefficient and τ denotes the residence time in the
trapped state. The trend obtained from Equation 9.3 becomes even more pro-
nounced at longer times, as noticeable from the flattening of γ at higher q. Three
reasons may explain the deviations of γ at low q-values. First, due to the design of
the instrument, the first two detectors have a broader energy resolution than the
other 16 detectors. Second, the lowest detector covers the Bragg peak visible in
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Figure 9.2: Main figure: Time dependence of the backscattering signal at
q = 1.48 Å−1. The increase of the elastic contribution with time can already be
seen in the raw data. The two insets show fits (red line) at the same q = 1.48 Å−1

for the first (left) and last (right) collected spectra. Brown, yellow, purple and
green lines represent contributions of immobile proteins, global and internal dif-
fusion, respectively. During the whole measurement, the sample was kept at
T = 280K.

Figure 9.1. In the presence of crystals, the scattering signal at this detector there-
fore contains significant coherent contributions which are not accounted for in the
model. Third, at low q, quasi-elastic broadenings are very small and close to the
energy resolution and, as shown in Section 9.4.3, at longer times the contribution
of diffusing proteins decreases, such that even small inaccuracies in the analytical
description of R(q, ω) may have a large influence on the fitting parameters.

Having verified that the q dependence of γ can be described by Equation 9.3,
we impose this q-dependence in Equation 9.2 on D and τ to reduce their errors.
Hence, we now fit S(q, ω) with Ac, D and τ as global parameters with the two latter
parameters describing the global diffusion according to Equation 9.3. This slightly
different procedure does not significantly change the values of any parameter (see
Supporting Information, Figure 9.11 and Figure 9.12) but, as expected, increases
the accuracy of Ac, D and τ .
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Figure 9.3: Lorentzian linewidth γ (symbols) vs. q2 characterizing the global
diffusion obtained from the fits of Equation 9.2 to the backscattering spectra at
four different times t after sample preparation. The fits with Equation 9.3 (lines)
describe a jump-diffusion. At t = 1.5 h and 10 h, γ deviates slightly from a straight
line, which would indicate free Brownian diffusion, whereas at longer times the
deviation from γ ∝ q2 is much more pronounced and a jump-diffusion-like behavior
is clearly recognizable.

As shown in the Supporting Information in Figure 9.13, the global diffusion
coefficient exceeds the dilute limit, i.e., the theoretical diffusion coefficient at
infinite dilution calculated based on the protein structure (see Figure 9.13 in the
Supporting Information) or the value extrapolated based on values determined by
PFG-NMR (D = 4.82Å2ns−1 [354], rescaled to T = 7◦ C according to the Stokes-
Einstein relation). Since the internal dynamics is assumed to be the same for
proteins in solution and in the crystals, it should not change during the transition
from a solvated protein to a crystal. The parameters should therefore also remain
constant over time. Fixing the internal dynamics based on the first binned QENS
spectrum leads to an apparent global diffusion coefficient which approaches the
dilute limit but does not exceed it. This indicates that the Lorentzian function
describing the global dynamics can no longer be unambiguously separated from
the one describing the internal dynamics on the limited energy range investigated
if all parameters have to be determined by the fit.

The results of this third fit with q-global fit parameters and fixed internal dy-
namics will be shown and discussed in the following sections.
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9.4.3 Fraction of Immobilized Proteins

The coefficient Ac in Equation 9.2 describes the fraction of non-diffusing proteins
on the time-scale accessible (up to a few nanoseconds) such as crystals and big
aggregates and precursors. In fact, after opening the sample holder many crys-
tals were found. However, the opening was possible only several hours after the
experiment because of radiation protection regulations. The system might thus
have first developed amorphous aggregates, which eventually crystallized (as it
happens for non-classical crystallization [41, 133, 134]).

Figure 9.4 shows Ac as a function of time. The model indicates that ∼ 10% of
the proteins in the sample are immobile in the first analyzed spectrum, although
they are not part of crystals, pointing to cluster formation immediately after the
sample preparation, which is also supported by the turbidity of the sample after
sample preparation (See Figure 9.9 in the Supporting Information). After about
7 hours, the fraction of non-diffusing proteins starts to increase, first slowly, then
more quickly, going up to ∼ 65%. Hence, due to the crystallization process, the
volume fraction of proteins in solution

φfree = (1− Ac) cp ϑ/(1 + cp ϑ) (9.4)

decreases to φ ≃ 0.025, corresponding to a free protein concentration of cfreep =
φ

ϑ−ϑφ
≃ 34 mg

ml
, calculated with a specific volume of ϑ = 0.75ml

g
[354].

Given the experimental data, it cannot yet be determined if the clusters ob-
served at the beginning are precursors of the crystallites or if they serve as protein
reservoirs which redissolve again during the crystallization process [41].

Applying Equation 9.2 to pure protein solutions, Ac as well as τ are zero within
the error bars as expected (see Supporting Information, Figure 9.14). Other pro-
tein systems with concentrations up to cp = 500 mg

ml
have already been investigated

previously [64], still showing quasi-elastic contributions and no significant elastic
contribution.

9.4.4 Global Diffusion

As explained in Section 9.4.2, Equation 9.3 is imposed on the global fit of S(q, ω)
and the internal dynamics is fixed based on the first run. The obtained diffusion
coefficients D and residence times τ are plotted as a function of time in Fig-
ure 9.5a and Figure 9.5b, respectively. The two trends are very similar to the one
of Ac: for about 10 hours, D and τ remain almost constant and then increase up
to D ≃ 5Å2/ns and τ ≃ 0.3 ns, respectively. More systematic measurements at
different sample conditions are necessary to confirm and to extract reliable infor-
mation on the time dependence of D and of τ , such as the small peak between
7 and 10 h and the shoulder at ∼ 14 h, respectively, and to link them to the
crystallization progress.
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Figure 9.4: Fraction of immobile proteins Ac as a function of time obtained
from the QENS spectra applying fits based on Equation 9.2 with fixed internal
dynamics.

Several effects influence the global diffusion. First, since the amount of proteins
bound in crystals increases, the volume fraction of proteins, which diffuse freely
in solution decreases over time. As shown in several previous studies, this ef-
fective dilution leads to an increasing diffusion coefficient up to the dilute limit
[96, 109, 120, 131] (D = 5.95Å2ns−1). With increasing global diffusion coefficients,
the separation of internal and global diffusion becomes difficult due to the limited
dynamic range of the instrument. To obtain reasonable values, this cross-talk
in the fit is reduced by fixing the width for the internal dynamics. Second, the
presence of multivalent ions in solution can lead to a salt-dependent slowing down
of the apparent diffusion coefficient [23, 33]. Since the concentration of salt ions
in the solution could not be measured during the experiment and the influence
of ZnCl2 on the short-time self-diffusion of BLG has not been studied systema-
tically, the fraction of immobile proteins, Ac, cannot be quantitatively linked to
the diffusion coefficient in a straight forward fashion. Nevertheless, although a
quantitative connection cannot be established, the general trend can be compared
directly. Different plots using different axes are displayed in the Supporting Infor-
mation in Figure 9.10. We note that the jump-diffusion process observed might
also be linked to low statistics in contributions of the scattering function due to
the low protein concentration in solution.
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9.4.5 Geometry of Confined Motions

Figure 9.6 shows the q-dependence of the EISF obtained from the fits with Ac as
the only q-independent parameter for different times. Clearly, the EISF does not
change much throughout the process, which gives an a posteriori justification for
the same internal dynamics assumed for the two populations. The q-dependence
of the EISF is described using a model containing a fraction p of non-diffusive
contributions, three-site jump-diffusion processes A3−j(q) as well as diffusion in
an impermeable sphere Asph(q) [64, 96, 120] for each time-step:

A3−j =
1 + 2j0(qam)

3
(9.5)

Asph =

∣∣∣∣3j1(qR)qR

∣∣∣∣2 (9.6)

A0 = p+ (1− p) [ΦA3−j + (1− Φ)Asph] (9.7)

with the nth order spherical Bessel function jn and the jump distance of H-atoms
in methyl groups am = 1.715Å. While Figure 9.6 displays the q dependence of the
EISF, the inset shows the time dependence of the fit parameters p and Φ of Equa-
tion 9.7. The parameters agree within the error bars with the values of pure BLG
solutions [96]. This observation also supports the assumption that the geometry of
the confined motions and the internal dynamics is, to a good approximation, inde-
pendent of whether the proteins are in solution or parts of aggregates or crystals.

9.4.6 Model for the Scattering Function in NSE

Similar to SANS, neutron spin-echo measurements can access the coherent scatter-
ing containing structural information. At different scattering vectors, the kinetics
of different components involved in the crystallization process can be followed [41].
The dynamics of the same components during the crystallization process can be
investigated via NSE measurements sampling the same scattering vectors. The
red and blue vertical dashed lines in Figure 9.1 represent the q-values at which
the NSE measurements are performed.

We emphasize that in the beginning, in the absence of crystals, the same in-
formation about the dynamics is obtained from the scattering functions collected
at the different q-values. Only in the presence of crystals, the scattering function
measured at qBragg and at qoff contains different dynamical contributions.

Selected examples of the intermediate scattering function F (q, t) measured with
NSE on and off the Bragg peak are shown in Figure 9.7. Clearly, the intermedi-
ate scattering function on-peak (qBragg = 0.082Å−1) flattens while crystals grow,
indicating that the average diffusion on this length scale decreases, while off-peak
(qoff = 0.1Å−1), the dynamics becomes faster, consistent with the results from
backscattering.
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As a simple model, we assume only two different contributions to the scattering
function. By describing the off-peak intermediate scattering function via

F (q, t) = exp
[
−Df

c (q) q
2
]

(9.8)

we describe mainly the collective diffusion of the fraction of proteins, which are in
either monomeric state or in clusters. Hence, in Equation 9.8, Df

c (q) denotes the
collective diffusion coefficient of free proteins in solution. At qBragg, instead, the
intermediate scattering function is

F (q, t) = Ac exp
[
−Dc

c(q) q
2
]
+ (1− Ac) exp

[
−Df

c (q) q
2
]
, (9.9)

where Df
c (q) denotes again the collective diffusion coefficient of proteins in so-

lution, Dc
c(q) is the diffusion coefficient of crystallizing or crystallized proteins,

and Ac is the fraction of proteins in crystals. If we furthermore assume that
Df

c (q) = Df
c is a q-independent parameter, we can first fit Equation 9.8 at qoff

and then use Df
c in Equation 9.9, leaving Ac and Dc

c as free parameters. The fits
with Equations 9.8 and 9.9 are shown in Figure 9.7. The data thus seem to be
consistent with this simple model.

9.4.7 Collective Dynamics studied at Different q

Figure 9.8a and Figure 9.8b show Ac and Dc as functions of time obtained from fit-
ting Equation 9.8 and Equation 9.9 to data measured off-peak at qoff = 0.1Å−1and
on peak (qon = 0.08Å−1), respectively. Similar to the self-diffusion coefficient, the
collective diffusion coefficient Df

c also increases in parallel with Ac, which is con-
sistent with a depletion effect. This observation also confirms that off-peak we
obtain essentially only the signal from proteins in solution. Figure 9.8b also shows
the collective diffusion coefficient Dc

c (red squares). We do not see any additional
dynamics on the length scale of the Bragg peak within the time scales studied.
With longer time scales as well as with more scattering vectors measured, a better
separation between the different contributions would be possible. Given the negli-
gible values of Dc

c, the model can be simplified using an apparent flat background
within the correlation times presently accessible. Future NSE measurements with
higher Fourier times might access the corresponding diffusive dynamics, which
would then be described by the second exponential function.

We note that differences at the Bragg peak position were visible only several
hours after crystals were observable by eye. If only few crystals are present at
the beginning of the process, discrete Bragg reflections are visible. The powder
average might therefore not be fulfilled at the beginning of the crystallization
process. Since the detector of IN11A only covers a small fraction of the total
solid angle, Bragg reflections might have been initially positioned outside of the
detector area of IN11A and then moved into the detection range.
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Figure 9.5: Time dependence of the parameters characterizing the averaged
global dynamics of the proteins in solution determined from the global fits of
Equation 9.2 with fixed internal dynamics and Equation 9.3 describing the global
diffusion as a function of time.
Figure 9.5a displays the global short-time self-diffusion coefficient D as a function
of time. For long times, the observed diffusion coefficient approaches the monomer
dillute limit (see also Figure 9.13).
Figure 9.5b shows the time dependence of the residence time τ .
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Figure 9.6: Time dependence of the EISF A0(q) as a function of q describing
the dynamics on a molecular length scale as obtained from the QENS spectra
by fitting Equation 9.2 with free internal dynamics. Although a significant frac-
tion of the proteins arrange into immobile assemblies, the EISF does not change
significantly, which validates a posteriori the assumption that the internal dy-
namics does not change significantly between the different global arrangements.
The time dependence of the different fit parameters (red: p ; blue: Φ) of the EISF
from Equation 9.7 are shown in the inset. Within the errors, the parameters are
constant in time.
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Figure 9.7: Examples of the intermediate scattering functions measured at IN11
from BLG cp = 100 mg

ml
and cs = 35mM. Red circles and blue squares show

measured data on and off the Bragg peak, respectively. The time steps are coded
by the brightness of the points as shown in the legend. Solid lines show the fit
results.
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Figure 9.8: Results of the analysis of the neutron spin-echo data based on Equa-
tion 9.8 and 9.9 shown in Figure 9.7.
Figure 9.8a: The time dependence of the fraction of proteins within the crystals
and of the diffusion coefficient of the dissolved proteins in solution agrees qualita-
tively with the results obtained from the QENS analysis shown in Figure 9.4 and
9.5.
Figure 9.8b: The obtained diffusion coefficients off-peak and on-peak are shown
in blue circles and red squares, respectively. While the diffusion coefficient of the
proteins in solution observed with NSE increases similarly to the one observed
with QENS (see Figure 9.5a), no dynamics could be extracted from the proteins
in the crystals.
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9.5 Conclusions
We have presented a proof of concept and an analytical framework to investigate
the process of protein crystallization in solution, proceeding on a time-scale of se-
veral hours, by measuring the short-time diffusive dynamics of proteins in solution
and in aggregates and crystals on different time-scales such as on the nanosec-
ond time-scale with QENS and on longer time-scales with NSE. By combining
neutron spin-echo and backscattering spectroscopy, we access both the collective
dynamics on the Bragg peak and the dynamics in the liquid phase at other scat-
tering vectors. Due to the high scattering vector, corresponding to a nanometer
observation length scale, and the absence of polarization analysis, backscattering
accesses the self-diffusion of the proteins via their prevailing incoherent scatter-
ing. Notably, both experiments corroborate an onset of a slowly and continuously
growing fraction of proteins that are immobile during the experimental observa-
tion or coherence time of a few nanoseconds in the backscattering experiment and
a few tens of nanoseconds in the neutron spin-echo experiment. This immobil-
ity may be associated with emerging protein aggregates or later with crystallites
forming in the sample. In parallel, a decreasing protein monomer concentration in
the depleted phase manifests itself by monomer diffusion coefficients that increase
as crystallization proceeds. This increase of the observable monomer center-of-
mass diffusion can be partially explained by the decrease of the crowding effect
by the freely diffusing proteins. Measuring more scattering vectors with NSE and
up to higher energy transfers with QENS will allow in future studies to separate
additional contributions such as from aggregates and will thus reveal more infor-
mation about the crystallization pathways and the dynamical properties of the
different species involved. The backscattering experiment simultaneously accesses
the superimposed internal diffusive motions within the proteins. These motions
seem to be nearly unaffected by the crystallization within the precision currently
achievable, but may be further studied with improved setups. Our framework
opens the perspective to systematically study the dynamics of protein crystalliza-
tion of numerous protein solution samples. Given the time-dependent changes of
the sample, the statistics of the scattering data is flux limited. Accessing several
scattering vectors simultaneously using future NSE instruments and using future
neutron sources with higher peak neutron fluxes or measuring slower crystallizing
samples will offer access to the dynamics of the proteins in the different phases of
the (multistep-) crystallization processes with higher accuracy. Future wide-angle
NSE instruments may also permit to study the formation of single large crystals.
The influence of different protein and salt concentrations on the kinetic changes of
the diffusion can be systematically investigated in future studies. Such systematic
studies will contribute to a better fundamental understanding of crystallization
pathways, which will help to address the bottleneck of obtaining diffraction-quality
crystals for applications in structural biology.
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9.6 Supporting Information
The neutron data are permanently curated by the ILL and accessible via
doi:10.5291/ILL-DATA.8-04-760 (Backscattering data and NSE)[349], and
doi:10.5291/ILL-DATA.9-13-620 (SANS data)[348].

9.6.1 Photographs of the Sample Before and After
Crystallization

In Figure 9.9 photos of the sample measured with NSE are shown before and after
the crystallization process.

(a) Photo taken 16 hours after sample
preparation.

(b) Photo taken 58 hours after sample
preparation.

Figure 9.9: Photos of the sample before and after protein crystallization.

9.6.2 Comparison of Time Dependencies of Different
Parameters

In Figure 9.10, the time dependence of the different fit results obtained from
the QENS fits are presented. It is visible that both the fraction of the immobile
proteins Ac as well as the parameters D and τ , describing the global diffusion as
shown in Equation 9.3 in the main manuscript, follow, within the error-bars, the
same time dependence.

9.6.3 Comparison of Different Fit Routines

Two fitting approaches were presented in Section 9.4.2. In the first approach,
only the fraction of immobile proteins was fixed as a q-independent fit parame-
ter, while the second approach directly fixed jump-diffusion as the model for the
global dynamics. Figure 9.11 shows the results for the two different approaches.
The different subplots show the fit results for Ac, D or τ as a function of time.

https://doi.ill.fr/10.5291/ILL-DATA.8-04-760
https://doi.ill.fr/10.5291/ILL-DATA.9-13-620
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Figure 9.10: Different combinations of two or three fit parameters with slightly
rescaled and shifted ordinates to compare their time dependencies.

Figure 9.12 shows the time dependence of the parameters characterizing the EISF
(see Equation 9.7 in the main manuscript) for the two different fit approaches.
The color coding is the same as in Figure 9.11. No significant differences are seen
between the two approaches and as a function of time.

9.6.4 Influence of Fixed Internal Dynamics on the
Apparent Global Diffusion Coefficient

In Figure 9.13, the time dependence of the apparent global diffusion coefficient
is shown. For the fits with free internal dynamics (red symbols), the diffusion
coefficient clearly exceeds the theoretical dilute limits for monomers (yellow dashed
line) and dimers (brown dashed line). By fixing the width of the internal dynamics
based on the first QENS-spectra measured (violet symbols), cross-talking can be
avoided in the fit and the diffusion coefficients do not exceed the monomer limit
anymore.
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Figure 9.11: Fit results obtained from the different fit routines. Blue points
represent the fit results from the fits with only Ac as a q-independent fit parameter,
the red points are obtained with D and τ as additional q-independent parameters.

9.6.5 Comparison with Pure Protein Solutions

The fit model of Equation 9.2 to pure protein solutions without salt leads to Ac and
τ being equal to zero within the errorbars. The diffusion coefficients obtained show
the expected decrease due to crowding and cluster formation [131]. For different
protein concentrations, the fit results are shown in Figure 9.14.
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Figure 9.12: Time dependence of the EISF fit parameters. Blue points represent
the fit results from the fits with only Ac as q-independent fit parameter, the red
points are obtained with D and τ as additional q-independent parameters.
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Figure 9.13: Diffusion coefficients for fits with fixed (violet) and free internal
dynamics contribution (red). The yellow and brown dashed lines represent the
dilute limit for monomers and dimers, respectively.
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Figure 9.14: Fit results of Equation 9.2 to pure protein solutions.
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Chapter 10

Outlook and Open Challenges

In this chapter, I give an outlook on possible follow-up projects based on the work
presented in this thesis.

The present thesis systematically addresses different dynamic and static aspects
of protein assembly in aqueous solutions, including cluster formation induced by
crowding or multivalent salt ions, as well as crystallization. To this effect, frame-
works were developed for the data analysis, notably including the access to the
dynamics of kinetic processes on the molecular level using neutron spectroscopy
(Chapter 5 and Chapter 9). These frameworks allow to access simultaneously both
information on the global center-of-mass diffusion of the proteins - reflecting the
size of a protein assembly - and the internal diffusive dynamics within the proteins
(Chapter 7). The experiments were carried out at the most novel and advanced
neutron spectrometers existing for this purpose, including IN16B and its BATS
option (Chapter 4) at the ILL and BASIS at the SNS. The experiments involved
prevailing incoherent neutron spectroscopy using neutron backscattering (NBS)
(Chapters 4-9), as well as an access to coherent scattering using NSE spectroscopy
(Chapter 9).

As explained in Chapter 2.7, for the BATS option of IN16B, it is necessary
to perform additional, sophisticated background corrections to avoid systematic
errors in the fit results due to the complexity of the time of flight mode. The
broader energy range compared to IN16B in the setup using a monochromator
crystal and the better energy resolution compared to the one of BASIS allows
to to fit substantially more complex models. An analysis framework applying fits
to more than one spectrum simultaneously and also considering further control
parameters, is already developed for the analysis of the BASIS data presented
in Chapter 8 and can be applied to future BATS data. The same framework
can be applied to the FWS, if they are analyzed in terms of sparse QENS as
presented in Section 5.7. For the BATS data, more complex models, including
e.g., several Lorentzian functions describing the internal dynamics of the proteins,
can be used. In the case of the FWS, fitting different runs at several temperatures
simultaneously with an appropriate model can avoid systematic errors.

Developments of cryostat center sticks and corresponding sample holders with
two samples vertically above each other might allow to remotely switch between
two samples without opening the cryofurnace. This would reduce the time between
two measurements and might therefore increase the time-resolution of kinetic mea-
surements similar to the one presented in Chapter 9, while the total amount of
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samples measured might be increased. It should be emphasized that such a sample
holder would only be suitable for the standard IN16B setup and not for the BATS
mode, since in the latter one the analyzers are situated in such a way that the
analyzed neutrons pass below the sample holder before hitting the detector. In
addition, due to the changing positions of the samples within the cryofurnace,
the sample temperature might be influenced, which, in contrast, might affect the
kinetic pathways.

Commissioning of a cryostat center stick with optical access to the sample will
offer the possibility to collect information on optical properties of the sample si-
multaneously to the neutron data. Such information will be crucial to link changes
occurring in the neutron data to macroscopic quantities or observations, such as
turbidity of the sample. Possible applications might be temperature quenches into
the LLPS regime. Here, information on the visual appearance of the sample can
help to link the features observed in the measurements to macroscopic properties,
such as the critical temperature of the LLPS.

In Chapter 6, the diffusive dynamics of proteins (Ig) were investigated in a natu-
rally crowded environment. In spite of their heterogeneous environment, the inves-
tigated short-time self-diffusion of Ig can be described using the volume fraction
dependence of purely monomeric solutions. However, the simulations performed
by H. Lopez et al. showed that this slowing down depends on the tracer size
and deviations from the scaling are expected for smaller proteins. NBS spectra
were collected during beamtime 8-04-855 [69] with the BATS option of IN16B for
proteins with different sizes to investigate this effect experimentally. Besides the
global diffusion, the effect of the lysate on the internal dynamics of the proteins
can be investigated. Due to the high energy transfer range of BATS, even small
changes in the internal dynamics might be visible.

In addition to the protein diffusive dynamics in the natural environment, the
recent technological developments allow to access shorter time scales and therefore
faster kinetic processes. In future studies, specific interactions between enzymes
and their products (e.g. lactose and lactase), as well as interactions between mo-
noclonal antibodies with their corresponding antigens can be investigated. Besides
measurements accessing mainly the incoherent scattering, NSE might be of inter-
est here to obtain information about the structural dynamics. Well-established
processes, such as the polymerase chain reaction (PCR), might be interesting sub-
jects. By using isotope labeling, the signal from the DNA and the nucleotides
might be reduced. Therefore, the dynamics of the polymerase can be investigated
during the different steps of the PCR. The statistics necessary for reasonably good
analysis cannot be collected with a sufficiently high time resolution. The PCR cy-
cle will therefore have to be run several times and the corresponding signals will
have to be binned together. Since the amount of DNA in the solution will increase
with the number of cycles, different calibration measurements with different DNA
concentrations will be necessary.

Theoretical models and methods to calculate the short-time diffusion coefficient
for non-spherical particles might offer new approaches for fitting the data obtained
from NBS.
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For the salt-induced cluster formation approaching c∗, NSE measurements at
constant temperature were performed during beamtime Inter-441 [355] (see Ap-
pendix B). The covered q range connects the q range investigated with NBS
and the one accessible by dynamic light scattering (DLS). Since at low q the
coherent scattering dominates, collective diffusion is investigated. The Fourier
times investigated also expand the corresponding time scales and allow to con-
nect the short-time diffusion with the long-time diffusion. To have comparable
data, temperature-dependent DLS data were collected. The data set is expanded
with temperature-dependent SANS data collected during beamtime TEST-3060
at D33. A temperature-dependent increase at low q is visible in the data, pointing
towards a temperature-induced cluster formation. This data set also offers insight
for theoretical descriptions since it offers data for transitions from short-time to
long-time behavior, from self- to collective diffusion as well as from repulsive to
attractive particles. The kinetic changes of samples, which phase-separate due
to their LCST-LLPS behavior if their temperature is increased, were investigated
with FWS during beamtime 8-04-804 [356]. The frameworks presented in Chap-
ter 5 might be used to analyze these data in detail.

Several crystallization samples with BLG and CdCl2 were measured during the
beamtimes 8-04-810 and 8-04-853 with QENS and FWS [357, 358]. The system
(BLG and CdCl2) is known to have non-classical crystallization pathways. Some
data are shown in Section A. Since in the elastic case, several diffusive contribu-
tions are present, the FWS data will have to be analyzed with modified routines.
To obtain enough data points and to separate the different contributions, an ad-
ditional offset was measured at h̄ω = 0.6µeV. Complementary SANS/SAXS and
VSANS data, as well as microscopy data exist for these systems (partly collected
during beamtime 8-04-853 [358]). Real-time DSC measurements as well as real-
time viscosity measurements might complement the existing data set. In addition,
it was found that temperature influences the crystallization dependence as well as
the crystal structure. A systematic study of this control parameter should also be
part of future studies.

The change in the crystal structure makes SANS or SAXS measurements un-
avoidable before NSE measurements are performed on IN11A or IN15, since for
this approach, the Bragg peak position has to be known in advance. Future stu-
dies might be performed on NSE instruments covering simultaneously a larger q
range (e.g. WASP at the ILL). Finally, higher Fourier times (such as the ones
available at IN15) might be interesting to access the diffusive dynamics of the
proteins within the crystal.
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Appendix A

Real-Time Protein Crystallization:
BLG with CdCl2
In this chapter, first analysis results are presented of a crystallizing system fol-
lowing a non-classical crystallization path. As a model system, BLG solutions in
the presence of CdCl2 were used [37, 41, 133, 134]. In contrast to the measure-
ments performed on the system presented in Chapter 9, not only time-dependent
full QENS measurements but also E/IFWS were performed. This also allows to
extract a MSD with a higher time resolution. An analysis with additional IFWS
similar to the one presented in Chapter 5 is not possible without modifying the
framework due to the fact that several contributions dominate in the elastic scan.
The fit model has to be adapted correspondingly. The data were collected during
beamtime 8-04-810 [357]. The sample was measured at t = 295K with a protein
concentration cp = 84.4 mg

ml
and a CdCl2 salt concentration of cs = 25mM.

The time-dependent EINS is shown in Figure A.1a. A decrease in the elastic
intensity as a function of time can already be observed in the time-dependent raw
data. Fits for different time steps using Equation 5.10 are shown in Figure A.1b.

The time-dependent MSD is shown in Figure A.2. The data mainly shows an
increase of the MSD, which at first glance, is in disagreement with the behavior
described in Chapter 9.

To analyze the QENS signal (example shown in Figure A.3), the same model as
presented in Chapter 9 is used. The different time-dependent fit parameters are
shown in Figure A.4. Also here, the diffusion coefficient and fraction of immobile
proteins Ac agree with the time dependence of the MSD and disagree in a first
glance with the results of Chapter 9. It should be mentioned that the macroscopic
viscosity increases significantly after the preparation and decays later so that the
samples first are in a “gel-like” state become liquid with time. When the samples
became liquid, crystals were observable under the microscope.

Later measurements with other sample conditions (BLG cp = 84.4 mg
ml

, CdCl2
cs = 30mM, T = 295K) performed during beamtime 8-04-853 [358] observed in
the beginning a similar decay of the EFWS signal. Continuing the measurement
(which was not possible due to limited beamtime for the previous sample) revealed
another increase of the EFWS, pointing to the formation of crystals (Figure A.5).
Other samples showing the same decay as the one presented previously could
also be measured (BLG cp = 40 mg

ml
, CdCl2 cs = 25mM, T = 295K). Further

analyses are still necessary. The decrease of the EFWS signal, followed by an
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(a) Time-dependent EFWS. The runs
had a time offset of 5 minutes. The
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56 hours.
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Figure A.1: Time-dependent scattering signal (EFWS) of dissolved BLG with
CdCl2 (cp = 84.4 mg

ml
; cs = 25mM; T = 295K) measured on IN16B.

increase, indicates a non-classical crystallization pathway. In order to connect data
investigating kinetics of the diffusive dynamics to those investigating the structure
(such as SANS, SAXS or via microscope), further data analysis is necessary.
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(a) Time-dependent signal of the frac-
tion of immobile proteins on the time-
scale observable

(b) Time-dependent global diffusion co-
efficient

(c) Time-dependent residence time of
the global diffusion

Figure A.4: Time-dependent fit results of the non-classically crystallizing sample
(cp = 84.4 mg

ml
; cs = 25mM; T = 295K). In general, an opposite trend to the one

found in the BLG-ZnCl2 system (Chapter 9) can be observed. The time interval
shown represents roughly 56 hours.
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measured during beamtime 8-04-853 [358]. The increase of the EFWS signal indi-
cates crystal formation. The time interval shown represents a duration of 31 hours.





Appendix B

Salt-Induced Protein Cluster
Formation Investigated by NSE

During beamtime INTER-441, salt-induced cluster formation of dissolved BSA in
the presence of YCl3 was investigated with NSE at IN15 at the ILL. Using NSE
offers the option to investigate low protein concentrations down to cp = 40 mg

ml
. It

is therefore possible to expand the protein concentration range investigated.
NSE accesses the intermediate scattering function. Given the time-scales as well

as the q-range investigated, both, the short-time and also the long-time diffusive
processes can be accessed. Also the self- and collective diffusion can be determined.

Similar to the study presented in Chapter 8, the number of salt cations per
protein was changed systematically, thus changing from a repulsive system to an
attractive one.

All samples were measured at T = 295K with three different scattering angles.
Since the detector is position-sensitive, in total 12 different intermediate scattering
functions at different q-values were collected for each sample. A detailed list of the
measured samples is shown in Table B.1.

As a first approach, the intermediate scattering functions were analyzed for
τ ≤ 30 ns. By investigating the extrapolation of the fit to higher Fourier times
and comparing these to the experimentally measured data, deviations between the
scattering data and the monoexponential decay can be observed (see Figure B.1).
Simulations by Bleibel et al. of patchy particles already showed two different
time-scales of the decays [185]. DLS studies by Soraruf et al. [23] observed also
two decays in the long time collective diffusion and assigned these to the monomer
and cluster diffusion. Limiting the fit range to small times allows to focus on the
decay related to the diffusion of monomeric proteins.

As a fit function, a single exponential decay was applied. For each scattering
vector q, the decay rate Γ was used to calculate the diffusion coefficient

D =
Γ

q2
. (B.1)

The q dependence of the diffusion coefficient D is shown in Figure B.2 for different
salt concentrations for the samples with cp = 100 mg

ml
.

The transition from repulsive to attractive systems show significant changes in
the parameters observed.
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Table B.1: Overview of the measured samples on IN15 during beamtime INTER-
441

cp
[
mg
ml

]
cs [mM]

100 0
100 3.4
100 5.1
100 7
60 0
60 3
60 4.2
40 0
40 2
40 2.8

In Figure B.3 and B.4, the normalized diffusion coefficients are shown as a
function of salt ions per protein. Several observations can be made. At the high
q limit of the NSE data, the measured normalized diffusion coefficients approach
the results of the NBS study with a focus on the self-diffusion. For low scattering
vectors q, the normalized diffusion coefficients differ more from the master curve.
Additionally, the protein concentration dependence is more pronounced.
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Figure B.1: Intermediate scattering functions of protein solutions with BSA
cp = 40 mg

ml
and cs = 2.8mM as a function of τ for different scattering vectors q.

Solid and dotted lines represent the fits of the scattering function for τ ≤ 30 ns
and the corresponding extrapolation. Colors code the increasing q values from
dark blue (q ≃ 0.03Å−1) to dark red (q ≃ 0.16Å−1)
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Figure B.2: Diffusion coefficients as a function of the scattering vector q for
different salt concentrations. The protein concentration of all shown data was
cp = 100 mg

ml
and all samples were measured at T = 295K.
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Figure B.3: Normalized diffusion coefficients as a function of the number of
salt cations per protein. Different protein concentrations are shown with different
colors. The different scattering vectors are shown in the different subplots (see
plot titles). The solid line represents the master curve obtained by Grimaldo et al.
[33]. Black, blue, red and magenta symbols represent samples with nominal protein
concentrations cp = 40 mg

ml
, cp = 60 mg

ml
, cp = 100 mg

ml
and cp = 200 mg

ml
, respectively.

The data with cp = 200 mg
ml

were reanalyzed to get an overview using the data by
Hennig [68]. The higher q values are shown in Figure B.4.
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Figure B.4: Continuation of Figure B.3.



Appendix C

List of Neutron Scattering
Experiments Performed

This chapter lists all beamtimes performed during the thesis.

1. Characterizing the formation of liquid-liquid phase separation by
tuning the system by using its lower critical solution temperature
Facility: ILL
Experiment Number: 8-04-804
Instrument:

• IN16B (28/01/2017-31/01/2017)

DOI: http://doi.ill.fr/10.5291/ILL-DATA.8-04-804
Some data from this beamtime are shown in Chapter 5.6.

2. Accessing the binding energy and entropy of protein clusters by
QENS
Facility: SNS
Experiment Number: 18578.1
Instrument:

• BL-2 BASIS (13/09/2017-18/09/2017)

Data are shown in Chapter 8

3. In situ real-time study of the diffusive dynamic arrest of proteins
during crystallization
Facility: ILL
Experiment Number: 8-04-810
Instrument:

• IN16B (06/04/2018-09/04/2018)

DOI: http://doi.ill.fr/10.5291/ILL-DATA.8-04-810
Data is shown in Chapter A

http://doi.ill.fr/10.5291/ILL-DATA.8-04-804
http://doi.ill.fr/10.5291/ILL-DATA.8-04-810
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4. On the structural dynamics of multi-domain proteins
Facility: ILL
Experiment Number: 8-04-838
Instrument:

• IN16B (06/10/2018-08/10/2018)

• IN15 (01/10/2018-04/10/2018)

DOI: http://doi.ill.fr/10.5291/ILL-DATA.8-04-838
Experiment in cooperation with Albert-Ludwigs-Universität Freiburg (In-
stitute of Physical Chemistry; Prof. Dr. Thorsten Hugel; Benedikt Sohmen)
Additional measurements on D11 (interal beamtime) and DLS/SLS mea-
surements.

5. Effects of salt-induced protein interactions on collective and self-
diffusion
Facility: ILL
Experiment Number: Inter-441
Instrument:

• IN15 (08/10/2018-11/10/2018)

Data are shown in Chapter B. Additional DLS/SLS measurements were
performed.

6. Towards a realistic model of the cellular environment: Dynamics
in ‘naturally’ crowded protein solutions
Facility: ILL
Experiment Number: 8-04-855
Instrument:

• IN16B - BATS (03/07/2019-07/07/2019)

DOI: http://doi.ill.fr/10.5291/ILL-DATA.8-04-855

7. In situ real-time study of the diffusive dynamic arrest of proteins
during crystallization
Facility: ILL
Experiment Number: 8-04-853
Instrument:

• D11 (28/09/2019-30/09/2019)

• IN16B (11/10/2019-15/10/2019)

DOI: http://doi.ill.fr/10.5291/ILL-DATA.8-04-853

http://doi.ill.fr/10.5291/ILL-DATA.8-04-838
http://doi.ill.fr/10.5291/ILL-DATA.8-04-855
http://doi.ill.fr/10.5291/ILL-DATA.8-04-853
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8. Following LLPS formation with SANS by temperature changes
Facility: ILL
Experiment Number: TEST-3060
Instrument:

• D33 (24/09/2019-25/09/2019)

DOI: http://doi:10.5291/ILL-DATA.TEST-3060
Complementary temperature dependent SANS to the data presented in
Chapter 8.

http://doi:10.5291/ILL-DATA.TEST-3060
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Glossary

Abbreviations

BASIS backscattering silicon spectrometer. 13, 36, 37, 57, 81,
133, 140, 167

BATS Backscattering and Time of Flight Spectroscopy. 36, 57,
60, 62–67, 81, 167, 168, 172

BLG β-lactoglobulin. 12, 41, 42, 45–48, 111, 112, 120–123,
125, 130, 143, 144, 152, 153, 157, 169, 175–178, 195

BSA bovine serum albumin. 7, 8, 11–13, 35, 41–48, 53, 62–
66, 71, 76, 83, 84, 86, 87, 89, 91, 111, 112, 119–123, 125,
129–131, 133, 134, 140, 181, 195

DLS dynamic light scattering. 13, 43, 47, 169, 181

E/IFWS elastic and inelastic fixed window scan. 70, 74, 79, 82,
175

EFWS elastic fixed window scan. 57, 58, 70, 76–83, 85, 86, 88,
91–93, 175, 176, 179, 194

EINS elastic incoherent neutron scattering. 70, 71, 76–78, 175
EISF elastic incoherent structure factor. 19, 30, 31, 61, 65,

66, 72, 74, 80, 82, 88–90, 111, 113, 119–121, 131, 148,
153, 156, 161, 163

FWHM full width at half maximum. 64, 72, 80, 81, 112, 133
FWS fixed window scan. 70, 71, 73–76, 78, 82, 83, 85, 86,

88–94, 167, 169, 179, 194

HSA human serum albumin. 12, 13, 130
HWHM half width at half maximum. 32, 34, 35, 71, 73, 80, 81,

84, 85, 135

IFWS inelastic fixed window scan. 57, 58, 70, 79–83, 85, 86,
88, 92, 93, 175
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Ig γ-globulin from bovine blood. 45, 96–102, 104–107, 111,
112, 120–123, 125, 168

ILL Institut Laue-Langevin. 49, 58, 60, 62, 67, 106, 112,
145, 167, 169, 181

IN16B cold neutron backscattering spectrometer. 36, 37, 57,
58, 60, 62, 63, 65, 66, 69, 71, 72, 81, 86, 92, 93, 98, 112,
115, 123, 125, 145, 146, 148, 167, 168, 176

LCST lower critical solution temperature. 43, 45, 46, 130, 137,
169

LLPS liquid-liquid phase separation. 11, 12, 17, 18, 43, 46,
129, 130, 137, 168, 169

MSD mean squared displacement. 6–8, 70, 71, 76, 78, 79, 82,
92, 93, 175, 177, 194, 197

NBS neutron backscattering. 13, 16, 18, 36, 39, 43, 46, 53,
54, 56, 57, 69, 71, 79, 80, 89, 97, 98, 100, 167–169, 177,
182, 195

NSE neutron spin echo. 16, 39, 46, 51, 53, 54, 70, 143, 147,
153, 154, 158–160, 167–169, 181, 182

OVA ovalbumin. 9, 12, 41, 42, 47, 48, 111, 112, 120–123, 125

PCR polymerase chain reaction. 168
PSD position-sensitive detector. 63, 64, 92, 94, 145
PST phase space transformer. 145

QENS quasi-elastic neutron scattering. 13, 16, 53, 57, 58, 60,
62, 64, 70, 72, 73, 80, 82, 83, 88–91, 94, 97, 98, 110–112,
123, 124, 127, 130, 131, 161, 167, 169, 175

SANS small angle neutron scattering. 39, 40, 45, 50, 97, 142–
144, 147, 153, 169, 176

SAXS small angle X-ray scattering. 12, 13, 43, 45–48, 112,
123, 127, 142, 169, 176

SD single detector. 83, 92, 94
SLS static light scattering. 48, 97
SNS Spallation Neutron Source. 133, 140, 167

TOF time of flight. 36, 49, 50, 54

UCST upper critical solution temperature. 45, 46, 130
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