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[. Summary

The nuclear receptor superfamily (NR), as a major group of intracellular receptors,
regulate broad aspects of cell functions including cell growth, differentiation, and
metabolism in distinct organs. The activation of these receptors is regulated by
endogenous or exogenous lipophilic compounds and regulatory proteins. They share
a highly similar structure, particularly, in ligand binding domains (LBD) and DNA
binding domains (DBD). Having DBD reveals their genome transcriptional role as they
are known as transcriptional factors. These features all reveal NRs remarkable role in
organism survival (within the scope of managing metabolic rates, energy stores, salt
homeostasis, responding to exogenous toxins, and inflammation to regulate growth,
reproduction, and development) and highlight them as promising targets for
therapeutic development.

Meanwhile, advancements in computer-aided drug discovery including target
identification and validation, high-throughput virtual screening, ADME and Toxicity
prediction, lead optimization and molecular dynamic simulations have facilitated the
time-consuming and expensive conventional methods of drug discovery.

Leveraging the computational advancements in the drug discovery process, our
research on NRs has led to four publications, with two being authored as the first
author. Additionally, a manuscript has been mentioned in the results and discussion
section. In our projects, we employed microsecond-long all-atom molecular dynamics
(MD) simulations with relevant systems to investigate the dynamic behaviour and
conformational changes induced by ligand binding.

Our first publication focused on our newly identified dual kinase and Pregnane X
Receptor (PXR) inhibitor, where we observed ligand-specific influence on
conformations of different PXR-LBD regions, including a6 region, aAF-2, a1-a2', f1'-
a3 and B1-B1' loop. The insight into conformational behaviour of PXR-LBD promotes
PXR antagonism. This work was complemented by an additional co-authored virtual
screening-based paper where we describe the identification of the C100 compound 1.
We employed in silico screen and experimental cellular reporter assay to identify small
molecule kinase inhibitor from Tiibingen kinase inhibitor collection (TUKIC) compound
library which act also as PXR inhibitor. Further biochemical binding and cellular protein
interaction  assays categorized the novel compounds as  mixed

competitive/noncompetitive, passive antagonist which disrupt PXR coregulatory



binding by direct binding to PXR. The results show the possibility of dual PXR, and
kinase inhibitors which could be beneficial in cancer treatment.

In the third publication, we focused on the conformational behaviour of the Farnesoid
X receptor (FXR), comparing known agonists to our newly discovered antagonists. We
studied the antagonist-induced conformational changes in the FXR ligand-binding
domain, also comparing monomer against FXR/RXR heterodimers, in the presence
and absence of the coactivator peptides. This work provides new insights into the
conformational behaviour of FXR.

In the fourth publication, we helped in the design of a series of novel compounds acting
as CAR agonists and selective toward the PXR. The behaviour of these novel
compounds and their induced CAR conformation was studied through MD simulation
besides in vitro assays.

Finally, in our manuscript, we examined interactions of individual branched 4-
nonylphenols (22NP, 33NP, and 353NP) and linear 4-nonylphenol (4-NP) with
(Wt)CAR1 and its variant CAR3 using molecular dynamics (MD) simulations, and
cellular experiments. To the best of our knowledge, this is the first work of describing
interactions of individual 4-nonylphenoles in detail with the human CAR receptor and
its dominant variant CAR3. We hope this work contributes to the safer use of NPs.



[I. Zusammenfassung

Als eine bedeutende Gruppe intrazellularer Rezeptoren, reguliert die Superfamilie der
nukledren Rezeptoren (NRs) eine Vielzahl von Zellfunktionen in verschiedenen
Organen, einschlie3lich Zellwachstum, Differenzierung und Stoffwechsel. Die
Aktivierung dieser Rezeptoren wird sowohl durch endogene oder exogene lipophile
Verbindungen als auch durch regulatorische Proteine gesteuert. Sie besitzen aul3erst
ahnliche Strukturen, insbesondere hinsichtlich ihrer Ligandenbindenden Doménen
(LBD) und DNA-bindenden Domanen (DBD). Durch die DBD wird ihre genomische
transkriptionelle Rolle offenbart, da sie als Transkriptionsfaktoren bekannt sind. All
diese Eigenschaften zeigen die bemerkenswerte Rolle der NRs beim Uberleben von
Organismen (im Rahmen der Regulierung von Stoffwechselraten, Energiespeichern,
Salz-Homoostase, Reaktion auf exogene Toxine und Entziindungen zur Regulierung
von Wachstum, Fortpflanzung und Entwicklung) und machen sie zu
vielversprechenden Zielen fur die therapeutische Entwicklung.

Mittlerweile haben Fortschritte in der computergestitzten Wirkstoffforschung, vor
allem im Hinblick auf Targetidentifizierung und -validierung, virtuellem Hochdurchsatz-
Screening, ADME- und Toxizitdtsprognose, Leitstrukturoptimierung und
molekulardynamischen Simulationen, die zeitaufwandigen und kostspieligen
konventionellen Methoden der Wirkstoffforschung vereinfacht.

Durch die Nutzung der oben genannten computergestitzten Fortschritte in der
Wirkstoffforschung fand die in dieser Dissertation behandelte Arbeit Eingang in vier
Veroffentlichungen, von denen zwei in Erstautorschaft verfasst wurden. Des Weiteren
wurde ein Manuskript im Abschnitt Ergebnisse und Diskussion erwahnt. In unseren
Projekten verwendeten wir Molekulardynamik-Simulationen (MD) mit relevanten
Systemen, um das dynamische Verhalten und die Konformationsanderungen durch
die Bindung von Liganden zu untersuchen.

In der ersten Veroffentlichung konzentrierten wir uns auf unseren neu identifizierten
dualen Kinase- und Pregnane-X-Rezeptor (PXR)-Inhibitor, bei dem wir einen
ligandenspezifischen Einfluss auf die Konformationen der verschiedenen PXR-LBD-
Regionen beobachteten, einschliel3lich der a6-Region, aAF-2, al-a2', f1-a3 und B1-
B1'-Schleife. Der Einblick in das Konformationsverhalten von PXR-LBD fordert den
PXR-Antagonismus. Diese Arbeit wurde durch eine zusatzliche Veroffentlichung in

Co-Autorschaft erganzt, in der wir einen Virtual-screening-basierten Ansatz



beschreiben, in dem wir die Identifizierung der C100-Verbindung * beschreiben. Wir
verwendeten ein In-silico-Screening und experimentelle zellulare Reporterassays, um
einen niedermolekularen Kinaseinhibitor aus der Tubinger Kinaseinhibitor-Sammlung
(TUKIC) als PXR-Inhibitor zu identifizieren, der auch als PXR-Inhibitor wirkt.
Weiterfihrende biochemische Bindungs- und zellulare Proteininteraktionsassays
kategorisierten die neuartigen Verbindungen als gemischt
kompetitive/nichtkompetitive, passive Antagonisten, die die PXR-Co-Regulator-
Bindung durch direkte Bindung an PXR stdren. Die Ergebnisse zeigen die Méglichkeit
von dualen PXR- und Kinaseinhibitoren, die in der Krebsbehandlung von Vorteil sein
konnten.

In der dritten Veroffentlichung konzentrierten wir uns auf das Konformationsverhalten
des Farnesoid-X-Rezeptors (FXR) und verglichen bekannte Agonisten mit unseren
neu entdeckten Antagonisten. Wir untersuchten die antagonistisch induzierten
Konformationsanderungen in der Ligandenbindungsdoméne von FXR und verglichen
auch Monomere mit FXR/RXR (Retnoid X Rezeptors) -Heterodimeren, in
Anwesenheit und Abwesenheit der Coaktivatorpeptide. Diese Arbeit liefert neue
Erkenntnisse zum Konformationsverhalten von FXR.

In der vierten Veroffentlichung haben wir bei der Konzipierung einer Serie neuartiger
Verbindungen mit CAR-Agonisten-Wirkung und Selektivitat fir PXR mitgewirkt. Das
Verhalten dieser neuartigen Verbindungen und die induzierte Konformation des
humanen CAR wurden mittels MD-Simulationen und In-vitro-Assays untersucht.
Schlief3lich haben wir in unserem Manuskript die Interaktionen einzelner verzweigter
4-Nonylphenole (22NP, 33NP und 353NP) und linearen 4-Nonylphenols (4-NP) mit
(Wt)CAR und seiner Variante CAR3 mithilfe von Molekulardynamiksimulationen und
zellularen Experimenten untersucht. Nach unserem besten Wissen handelt es sich
dabei um die erste Arbeit, die die Interaktionen einzelner 4-Nonylphenole detailliert
mit dem humanen CAR-Rezeptor und seiner dominanten Variante CAR3 beschreibt.

Wir hoffen, dass diese Arbeit zu einem sichereren Einsatz von NPs beitragt.

Vi



lll. List of publications

Publication |
Discrepancy in interaction and conformational dynamics of pregnane X receptor (PXR)

bound to an agonist and a novel competitive antagonist.

Publication II
Target Hopping from Protein Kinases to PXR: Identification of Small-Molecule Protein

Kinase Inhibitors as Selective Modulators of Pregnane X Receptor from TUKIC Library.

Publication Il
When Two Become One: Conformational Changes in FXR/RXR Heterodimers Bound

to Steroidal Antagonists.

Publication IV
Discovery of Receptor Agonists with the Imidazo[1,2-a]pyridine Structure Novel

Human Constitutive Androstane.
Publication V [submitted manuscript]

Filling the blank space: Branched 4-nonylphenols isomers are responsible for 2 robust

constitutive androstane receptor (CAR) activation by nonylphenol

vii



IV. Author contributions

Publication |

Discrepancy in interaction and conformational dynamics of pregnane X

receptor (PXR) bound to an agonist and a novel competitive antagonist

Azam Rashidian

Conceptualization and investigation
Methodology and formal analysis, Data curation,
Writing original draft preparation,

Review and editing, visualization.

Discussion of the results and interpretation

Dr Thales Kronenberger:
Conceptualisation and methodology
Review and editing

Discussion of the results and interpretation

Prof. Dr. Stefan A. Laufer
Study supervision

Proofreading and final approval of the manuscript

Dr. Tatu Pantsar:

Study supervision

Conceptualisation and methodology

Data curation and visualisation

Discussion of the results and interpretation

Corresponding author

Other co-authors: Experimental assays, experimental data visualization, writing,
review and editing. All authors have read and agreed to the published version of the

manuscript.

viii



Publication Il

Target Hopping from Protein Kinases to PXR: Identification of Small-Molecule
Protein Kinase Inhibitors as Selective Modulators of Pregnane X Receptor
from TUKIC Library

Enni-Kaisa Mustonon

Conceptualization and investigation
Methodology, formal analysis, Data curation,
Writing original draft preparation,

Review and editing, visualization.

Discussion of the results and interpretation

Azam Rashidian

Investigation
Methodology
Visualization

Writing the manuscript, review and editing

Prof. Dr. Stefan A. Laufer
Study supervision
Resources, access to TUKIC

Proofreading and final approval of the manuscript

Dr. Tatu Pantsar:

Conceptualisation and methodology

Data curation and visualisation

Discussion of the results and interpretation

Corresponding author

Prof. Dr. Oliver Burk/experimental
Conceptualisation and methodology

Validation, formal analysis, investigation



Resources, data curation
Writing original draft preparation,
Study supervision

Proofreading and final approval of the manuscript

Other co-authors: Experimental assays, experimental data visualization, writing,
review, and editing. All authors have read and agreed to the published version of the

manuscript.



Publication Il

When Two Become One: Conformational Changes in FXR/RXR Heterodimers

Bound to Steroidal Antagonists

Azam Rashidian

Investigation

Methodology and formal analysis,

Writing the manuscript, review and editing
Discussion and interpretation

Students’ supervision and shared orientation

Alejandro Diaz-Holguin
Investigation

Methodology and formal analysis,
Visualization

Review and editing

Prof. Dr. Antti Poso:
Study supervision

Proofreading and final approval of the manuscript

Dr Thales Kronenberger:

Study supervision

Conceptualisation and methodology

Data curation and visualisation

Discussion of the results and interpretation

Corresponding author

Other co-authors: Writing, review, and editing. All authors have read and agreed to

the published version of the manuscript.

Xi



Publication IV

Discovery of Receptor Agonists with the Imidazo[1,2-a]pyridine Structure

Novel Human Constitutive Androstane

lvana Mejdrova

Conceptualization and investigation
Methodology, formal analysis, Data curation,
Writing original draft preparation,

Review and editing, visualization.

Discussion of the results and interpretation

Azam Rashidian

Investigation
Methodology and formal analysis,
Data curation, visualization

Writing the manuscript, review and editing

Dr Thales Kronenberger:
Conceptualisation and methodology
Discussion of the results and interpretation
Review and editing

Prof. Dr Petr Pavek:
Study supervision
Resources

Proofreading and final approval of the manuscript

Radim Nenka:

Study supervision

Conceptualisation and methodology

Data curation and visualisation

Discussion of the results and interpretation

Corresponding author

Xii



Other co-authors: Experimental assays, experimental data visualization, writing,
review, and editing. All authors have read and agreed to the published version of the

manuscript.

Xiii



Publication V [submitted manuscript]

Filling the blank space: Branched 4-nonylphenols isomers are responsible for

robust constitutive androstane receptor (CAR) activation by nonylphenol

Azam Rashidian

Investigation

Methodology and formal analysis,

Writing the manuscript, review, and editing
Discussion and interpretation

Students’ supervision and shared orientation

Students’ supervision and shared orientation

Prof. Dr. Antti Poso:
Study supervision

Proofreading and final approval of the manuscript

Dr Thales Kronenberger:

Study supervision
Conceptualisation and methodology
Data curation and visualisation

Discussion of the results and interpretation

Prof. Dr Petr Pavek:

Study supervision

Proofreading and final approval of the manuscript

Resources

Other Co-authors: Experimental assays, experimental data visualization, writing,
review, and editing. All authors have read and agreed to the published version of the

manuscript.

Xiv



V. List of Poster Presentations

DPhG (German Pharmaceutical Society) Annual meeting 2021, virtual event, 29-
1 October.

Investigating the conformational changes of pregnane X receptor Ligand Binding
Domain upon binding Endocrine Disrupting chemicals

Azam Rashidian, Thales Kronenberger, Tatu Pantsar, Antti Poso

23'4 European Symposium on Quantitative Structure-Activity Relationship (23
EuroQSAR), 2022, 26-30 September, Heidelberg, Germany.

Conformation is the key: Discovery of PXR agonist Vs competitive antagonist

Azam Rashidian, Enni-Kaisa Mustonen, Thales Kronenberger, Matthias Schwab,

Oliver Burk, Stephan A Laufer, Tatu Pantsar

XV



VI. List of abbreviations

3-D Three-dimensional structure

ADME Absorption, distribution, metabolism, and excretion
AF-1 Activation Function 1

AF-2 Activation Function 2

Al Artificial intelligent

AR Androgen receptor

BPA Bisphenol A

CADD Computer-aided drug design

CAR Constitutive androstane receptor
CoA Coactivator

CoR Corepressor

DDI drug—drug interactions

DDT Dichlorodiphenyltrichloroethane

DES Diethylstilbestrol

ED Endocrine Disruptor

EDCs Endocrine Disrupting Chemicals

EE2 17-a-ethinylestradiol

EGF Epidermal growth factor receptor
ERa, B Estrogen receptor a,

FDA Food and Drug Administration

FLIP Fluorescence Loss in Photobleaching
FRAP Fluorescence Recovery After Photobleaching
FXR Farnesoid X receptor

GPCR G-protein-coupled receptor

HTS High throughput screening

HREs Hormone response elements

HTVS High throughput virtual screening
LBD Ligand Binding Domain

LBDD Ligand-based drug design

LBP Ligand Binding Pocket

LXR q, B Liver X receptor

XVi


https://www.cancer.gov/Common/PopUps/popDefinition.aspx?id=CDR0000046021&version=Patient&language=en

MD
MHC
MM
MSMs
NCOR
NMR
NPT
NR
NR-CoA
NVE
NVT
PBC
PCA
PCBs
PES
PDB
PPARs
PR
PXR
QM
QSAR
RAR
REMD
RMSD
RMSF
RP
RXR
SAR
SASA
SBDD
SMRT
SP
SPC

Molecular dynamics

Major histocompatibility complex
Molecular Mechanics

Markov State models

Nuclear Receptor Coregulator

Nuclear magnetic resonance
Isothermal-lsobaric Ensemble

Nuclear Receptor

Nuclear Receptor Coactivator
Microcanonical ensemble

Canonical ensemble

Periodic boundary conditions

Principal component analysis
Polychlorinated biphenyls

Potential Energy Surface

Protein Data Bank

peroxisome proliferator-activated receptors
Progesterone receptor

Pregnane X receptor

Quantum Mechanics

Quantitative Structure-Activity Relationships
Retinoic acid receptor

Replica exchange molecular dynamics
Root mean square deviation

Root mean square fluctuation
Ramachandran plot

Retinoid X receptor

Structure-activity relationship
Solvent-accessible surface area
Structure-based drug discovery
Silencing mediator of retinoic acid and thyroid hormone
Standard precision docking

Simple Point Charge

xvii



SPC/E
SRC1
SXR
BT
TIP3P
TIP4P
TNC
TR
TR-FRT
TUKIC
VDR
XP

Simple Point Charge/Extended

Steroid receptor coactivator 1

Steroid and xenobiotic receptor

Tri-butyl-tin

Transferable Intermolecular Potential 3 Points
Transferable Intermolecular Potential 4 Points
Transnanochlor

Thyroid hormone receptor

Time-resolved fluorescence energy transfer
Tubingen Kinase Inhibitor Collection

Vitamin D receptor

Extra precision docking

Xviii



VII. Introduction
1. Nuclear Receptors

1.1 Structure and Activity

Nuclear receptors represent, besides other drug targets such as G protein-coupled
receptors, ion channels, receptor tyrosine kinases and immunoglobulin-like receptors,
a major receptor target class for drug development. Human Nuclear Receptors (NRS)
are a superfamily of intra-cellular receptors consisting of 48 members. However, the
number of functionally different NR proteins is by far larger, due to alternative splicing
processes and post-translational modification, such as ubiquitination and
phosphorylation 2. In 1974, the correlation between hormone action and alterations in
the gene expression status was reported 3. Later studies revealed the now-called
classic model of the NR signalling pathway 4. The first NRs were cloned and
investigated in 1985, this represented the starting point of modern NR research 5.
Subsequently, additional NRs were identified 819 (Fig. 1) and by now the family is
composed of over 500 members spread among several metazoan species **

Based on their mechanism of action and ability to bind to DNA, NRs are categorized
into four groups *?: types I, II, Il and IV.

Type |, which belongs to subfamily 3 '3, are steroid hormone receptors. These
receptors are homodimers existing in the cytoplasm and upon ligand binding, they are
translocated to the nucleus and bind to specific sequences of DNA, known as hormone
response elements (HRES), inverted repeat (Fig.1). Estrogen receptor (Era, ERp),
Androgen receptor (AR) Progesterone receptor (PR) and Glucocorticoid (GR) belong
to this type.

Type Il, belongs to subfamily 1 4, which is found in the nucleus such as the Thyroid
hormone receptor (TR), Retinoic acid receptor (RAR), Peroxisome proliferator-
activated receptors (PPARS), Liver X receptor (LXRa, LXRp), Farnesoid X receptor
(FXR), Vitamin D receptor (VDR), Pregnane X receptor (PXR) and Constitutive
androstane receptor (CAR) heterodimerizing with Retinoic X receptor (RXR). Type I
is usually complexed with corepressor proteins in the absence of ligand and binding
to DNA direct repeat. Upon binding ligand, protein conformation is changed, leading

to dissociation of corepressor protein and recruitment of coactivator. Subsequently,



this complex, in addition to other transcriptional machinery components, transcribes
DNA.

Type lll, subfamily 2 *°, are like type | as being homodimers but in contrast, they bind
to DNA direct repeat. No ligand has been identified in this group.

Type IV nuclear receptors have the ability to bind to DNA in either a monomeric or
dimeric form 13, One representative member of this group is Steroidogenesis Factor-
1 (SF-) L.Like type Il receptors, these receptors do not have any known natural
ligands, the reason that they are referred to as orphan nuclear receptors. Both type Il
and type IV receptors are still not well understood in terms of their function and
structure.

Class | Class II NR, Class Il

LXRs Oxysterols

PPARs Faty acids
AR Testosteron PXR Xenobiotics
PR Progestrone CAR Androstane

ERs Estrogen
MR Mineralcorticoid

TRs Thyroid hormone
VDR Vitami D

. R Glucocorticoid RAR Retinoic acid
DNA palindrom repeats DNA direct repeats
Class lll Class IV
0
I : Orphan NR
Class IV
LN LD LAY HNF-4 GCNF SF1 REV-erb
) ) TR2 TLX ERR NGFI-B
coup ROR
DNA direct repeats DNA single Half-Site

Fig. 1 Overview of the nuclear receptor superfamily. Four superfamilies of nuclear
receptors are represented based on dimerization, DNA binding (direct or inverted
repeat), and ligand specificity (required or not required); Class I: Steroid receptor (also
known as hormone receptor); Class Il: RXR heterodimers; Class Il and Class IV:

dimeric and monomeric orphan receptors, respectively, with unknown ligands.



All NRs have a similar structural organization and typically contain five structural
domains as follows (Fig. 2):

1. N-terminal domain: which varies considerably among the receptors and is

commonly unstructured; it contains a transactivation domain known as Activation
Function 1 (AF-1) and is ligand-independent.
2. DNA-binding domain (DBD): which is highly conserved across various NR

receptors, this region has four cysteines that coordinate to two zinc atoms which bind
to DNA response elements (e.g., DBD functions in a post-translational modification
which happens at Thr38 in CAR 16:17),

3. hinge: a highly flexible connecting region believed to regulate the cellular distribution
of the NR.

4. the ligand binding domain (LBD): comprised by a very conserved bundle eleven a-

helices, where the ligand binding pocket is located, However, the interior of the ligand-
binding pockets exhibits significant variation, enabling nuclear receptors to bind a
diverse array of endogenous and synthetic ligands 1819,

This binding capacity extends to include the activation function-2 (also referred to as
the aAF-2 helix) and the three-stranded B-sheet, except for PXR. The eleven a-helices
can be categorized into three distinct groups: H1/H3, H4/H5/H8/H9, and H7/H10/H11.

5. C-terminal domain: also varies considerably, in terms of sequence, among nuclear

receptors 20-23,



class Il

Fig. 1 lllustration of nuclear receptor structure (Class Il). (A) Schematic view of
the PPARy-RXRa complex. The N-terminal domain (shown as NTD) is ligand-
independent; the DNA binding domain (shown as DBD) is conserved with two zinc
fingers; the Hinge region is shown as a black loop connecting the DBD and LBD; the
ligand binding domain (shown as LBD) is involved in dimerization, ligand binding, and
coactivator binding (denoted in blue). (B) Cartoon representation of image A. Gold
colour denotes DNA; cyan spheres depict zinc; the green and grey cartoons illustrate
dimer structure of the PPARy-RXRa complexed with a coactivator in blue. PDB ID:
3DzY %4,

Physiologically, NRs regulate the expression of genes involved in the development,
metabolism, and even drug/xenobiotic responses. NRs are regulating genes involved
in different physiological functions such as cell growth, differentiation, homeostasis,
and metabolism and were conserved through evolution. They are transcription factors
and commonly function by being activated by small lipophilic molecules (<1,000 Da),
able to cross the membrane. Initially, they were solely identified as endocrine
receptors, however, it was later discovered that NRs can also interact with xenobiotic
compounds, such as Endocrine Disruptor Chemicals (EDCs or EDs, 2°-?7). EDCs can
mimic the behaviour of endogenous ligands such as natural hormones and modify
their metabolism and transport through NR-mediating signalling. This phenomenon

causes a wide range of developmental, reproductive, or metabolic diseases 252829



Transcriptional activation is typically facilitated through the LBD. This complex domain
consists of three distinct yet interconnected surfaces. These surfaces include:

1. Ligand-binding pocket: This pocket serves as a location for small molecules to bind.
2. Activation function 2 domain (AF-2): Composed of the helices 3/4/5/12 interface.
AF-2 is responsible for ligand-dependent transactivation. It also functions as the
surface for binding coregulators.

3. Dimerization surface: This surface enables interaction with other LBDs in partner
molecules.

Known NR activator ligands show different interaction profiles with residues within this
ligand-binding pocket. Starting from the ligand-free basal conditions, corepressors can
interact via the short peptide motif LxxxIxxxL (where L is leucine, | is isoleucine, and x
can be any amino acid) on the AF-2 domain surface . After binding to a ligand, the
LBD undergoes an allosteric conformational change that results in the movement and
stabilization of H12. This conformational change leads to the release of corepressor
binding (referred to as CoR, if present) and enables the recruitment of coactivator
(known as CoA), which is commonly referred to as the "coregulator switching”
model3':32, Coactivators bind via LxxLL motifs (where L is leucine, and x can be any
amino acid) to NRs 3.

As mentioned, human NRs are regulating the gene network involved in physiological
phenomena such as cell growth, development of secondary characteristics, cell
differentiation and metabolism regulation. The activated NRs bind to a conserved DNA
region called response element (RE) downstream in the promoter of target genes 3
The canonical core motif has the consensus sequence 5-AGGTCA-3' 3% The
specificity and affinity of NR binding are dependent on the configuration and number
of the core motif 3¢. Another factor to affect the NR-specificity is the linker region
between the core motifs 373, Concomitantly with the DBD-DNA interaction, the NR
complex has access to different nuclear co-regulatory proteins.

Transcriptional regulation of genes, whether it involves activation or repression, occurs
through the interaction of nuclear receptors (NRs) with coactivators or corepressors,
as well as other protein factors that interact with the promoter of the target gene.
Corepressor proteins, such as the silencing mediator of retinoid and thyroid receptors
(SMRT) or the nuclear receptor co-repressor (NCoR) 2942 contribute to gene silencing
by recruiting histone deacetylases, chromatin modifiers, and remodelling proteins. On
the other hand, coactivator proteins, such as the steroid receptor coactivator (SRC)
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family, can recruit histone acetyltransferases, histone methyltransferases, and histone
kinases, resulting in chromatin unpacking, promoter opening, and activation of the
target genes 313943, Numerous studies have highlighted the pivotal role of H12/aAF-
2, which is part of the AF-2 region, in controlling the activation and deactivation
processes 44,

In this sense, NR activator ligands can stabilize the active AF-2 conformation, forming
a surface that binds co-regulatory proteins. Then, different CoA proteins can modulate
the transcriptional activity. The CoA recruitment event together with the DNA
interaction marks the beginning of the nuclear receptor activity and, depending on the
coactivators/corepressors binding and on the cellular context, alternative
transcriptional outcomes can take place 4547, Alternatively, antagonists can act by
destabilizing this relevant H12/ aAF-2 conformation and partial-agonists can partially
trigger this molecular event. The nature of the ligand, occupancy in the binding pocket
and interactions, determine the position of H12 and subsequently the CoA interaction
18,19_

The corepressor and coactivator motifs form amphipathic a-helices, of which the
hydrophobic residues interact with the AF-2 surfaces of the LBD 1°. However, NR-LBD
(in)-activation should probably not be seen as an “on/off” switch model. Rather, NR-
LBD acts as a regulator fine-tuning the interaction between NR domains with the
coregulators, which would allow a range of signalling outcomes*®.

In this context, the biological role of NR is not determined by each protein individually
but is rather a result of their interaction. The molecular determinants dictating
specificity/selectivity in NR-CoA interactions remain understudied on a structural level.
The pioneering work from Broekema et al., (2014) 4 suggests that amino acid
sequences in both the NR-LBD and coregulator motif are relevant determinants in the
NR-specific preferences for particular coregulator binding motifs. However, most of
the NR crystal structures only offer a static vision of these individual components,
lacking insights into the conformational changes induced by the different ligands and
protein binding partners. The essence of the problem is the difficulty of
experimentally addressing conformational change in complex structures; that s,
how the effect of the ligand-binding propagates through the structure to affect other

sites.



1.2 Nuclear receptor modulators

Many studies have shown the crosstalk of NRs that is followed by controlling the
homeostasis of glucose, bile acids, lipids, hormones, and inflammation 4°. This ability
stems from the flexibility and versatility of nuclear receptors, as their transcriptional
activity can be regulated by ligands, partner proteins, coactivator, corepressor, and
promoter genes. This mechanism underscores their role in a wide range of
developmental, reproductive, or metabolic NR-related diseases. Given these
characteristics, NRs have emerged as prominent therapeutic targets.

ER is the most targeted NR due to its druggable nature. It belongs to type | of nuclear
receptor found in cytoplasm connected with heat shock proteins. Upon ligand binding
it forms a homodimer and translocate to the nucleus. This receptor is found in two
forms, Era and ER, both of which bind to the native ligand estradiol. Tamoxifen,
approved in the 1970s °°, and Raloxifene, approved in 1997 5, are used for the
treatment and prevention of ERa-dependent breast cancer in women as antagonists.
Both compounds have been co-crystalized with the receptor, binding to the ligand
binding pocket (LBP), They exert their effect’s by dislocating H12 from an active
conformation to an inactive state. However, Tamoxifen can lead to endometrial cancer
as an agonist because of the variability of coregulator proteins, whereas Raloxifene,
also acting as an agonist, is used for osteoporosis treatment in women. Androgen
Receptor (AR) is another NR found in the prostate and several other tissues with
testosterone as native ligands. Several diseases, including prostate cancer, have been
linked to this receptor. Although Enzalutamide is AR competitive antagonist approved
drug in 2009, patient resistance happens after months of treatment 52,

As we mentioned earlier, EDCs are xenobiotic compounds interacting with NRs and
by mimicking endogenous, causing a broad range of diseases. Epidemiological
studies reported that exposure to xenoestrogens such as Diethylstilbesterol (DES)
during fetal development and exposure to Dichlorodiphenyltrichloroethane (DDT)
during puberty increase the risk of breast cancer 3. Another study offers initial insight
into the neural effects of human exposure to Bisphenol (BPA). The results propose
that when expectant mothers are exposed to BPA during prenatal stages, it may cause
modifications in the microstructure of white matter in preschool-aged children and
these changes in white matter can mediate the connection between early-life exposure

to BPA and the emergence of internalizing problems 4. Similarly, a rising number of



cancerous testicular or malformations of the male genital tract also could be attributed
to exposure to Endocrine disruptor chemicals °°. A study has revealed the relationship
between the level of plasma Polychlorinated biphenyls (PCBs), a persistent and
lipophilic aromatic chemical, and reduced semen quality, particularly reduced sperm
motility 6.

Class Il of NR have been also the target of therapeutics. Among them, PXR, CAR and
FXR are of substantial interest. These receptors are introduced shortly in the next

section followed by the employed in silico methods.



1.3 Retinoid X receptor

Retinoid X receptor (RXR) is a type Il NRs and forms heterodimers with approximately
one-third of the other NRs. In humans there are three isoforms of RXR: a, mainly found
in the liver, kidney, and intestine; 3, found in most human tissue; and y, which mainly
exists in the brain and muscles °’. Malfunctioning of these isoforms have been linked
to various health issues 23580,

RXR activation can be categorized into two groups: permissive and non-permissive
heterodimer. In the permissive heterodimers 62, activation can be induced by binding
the agonist to either RXR or NR partner or both receptors. Examples of this group are
RXR/FXR, RXR/LXR and RXR/PPAR. In the case of the non-permissive heterodimer,
only agonist binding to the RXR partner triggers activation, but RXR can still bind to
the agonist, releasing the corepressor and recruiting coactivator. Examples of this are
RXR/TR and RXR/VDR. In this case, RXR can also bind to the agonist and lead to
synergistic action in the presence of a heterodimer ligand 162,

The main small molecule compound that bound to RXR is 9-cis-Retinoic acid (9cRA).
it belongs to a retinoid family and has a critical role in cell growth, development,
differentiation, and apoptosis. Other RXR ligands are 9cRA-related compounds and
indenoisoquinolines. Remarkably, the work from Bexarotene and Diarylamines 24
employed X-ray crystallography to describe the PPARy and RXRa structure. They
explained how these two receptors interact with DNA, highlighting the influence of
DNA in governing the interaction between the two receptor domains through specific
rearrangements. They also revealed the cooperative nature of multiple domains of
PPARs, which can modulate the properties of the PPARy-RXRa complex. In this
complex, the LBD of PPARYy tightly couples with RXRa domains. Accordingly, the
conformational change induces a reposition of receptor domains responsible for DNA
binding and optimizing their contact with DNA. They also examined the dynamic
properties of structures using amide hydrogen/deuterium exchange mass
spectrometry (H/D-Ex). The result revealed that the helices H10/H11, involved in LBD-
LBD heterodimerization, adopt a slightly shifted/curved conformation when the protein
is contacted with DNA, facilitating optimal contact of receptor with DNA 24, These
findings established the concept of H10/H11 analysis in our in silico studies, as

presented in our publications.



1.4 Pregnane X Receptor

Pregnane X receptor (PXR), also known as the steroid and xenobiotic sensing nuclear
receptor (SXR) 83, is encoded by the NR1I2 (nuclear receptor subfamilyl, groupl,
member 2) gene on chromosome 3 8465, PXR heterodimerizes with RXR a, B and y
(NR2B1-3) %668 gt H10/H11 region. Additionally, the PXR-LBD demonstrates a
distinctive characteristic by homodimerizing at its B1' interface. Homodimerization
occurs through the conserved W223 and Y225 residues in each monomer (Fig. 3) 6°.
These amino acid residues involved in the interface exhibit high conservation among
various species, including humans, rhesus monkeys, rabbits, mice, rats, pigs, and
dogs. However, in dog’s PXR, W223 is replaced by Q223 . Noble et al. (2006)
showed mutation of W223 and Y225 does not interfere with DNA, RXR, or ligand
binding, rather it disrupts the homodimerization, reducing the recruitment of the

coactivator SRC-1 and transcriptional activity ©°.

a3 a10/a11
a6 aAF-2 coactivator

...................................

...............................................

Fig. 2 Crystal structure of PXR homodimer. The amino acids W223 and Y225,
located on 31°, mediate the homodimerization. The interface (which are p-sheets)
shown in pink. PDB ID: 1INRL 70,

When an agonist ligand binds to the PXR-RXRa heterodimer in nucleus, it promotes
coactivator binding and release of corepressor from AF-2 7t Subsequently, this
activated PXR complex induces expression of the target gene. PXR structure, like
other NRs, has a large hydrophobic LBD. The primary PXR isoform is composed of
434 amino acids, featuring a notable hydrophobic triad consisting of F288, W299, and
Y306. Unlike other nuclear receptors (NRs), the PXR-LBD lacks the typical stable H2'
and H6 helices. Crystallographic structural data clearly illustrate the lack of stability in

the H2' region, which appears disordered in all publicly accessible PXR structures.
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These characteristics result in a more expansive and flexible LBD for PXR,
distinguishing it from other NRs 7?-74, Consequently, the PXR-LBD can accommodate
a diverse range of ligands. Presently, the Protein Data Bank
(https://www.ebi.ac.uk/pdbe/) repository contains 52 crystal structures of human PXR
in its active mode, complexed with the coactivator protein SRC1. Among these
structures, 44 exist in a homodimeric assembly, while 8 are available in heterodimer
form.

PXR is a ligand-dependent transcriptional factor involved in small molecule
metabolism and regulation of diverse cellular processes including bile acid
metabolism, glucose homeostasis, cell proliferation as well as inflammation. PXR
mostly exist in the liver and intestine. It regulates the gene expression of enzymes and
transporters that are responsible for the different pathways of endogenous and
xenobiotic pharmacokinetics including absorption, distribution, metabolism, and
excretion (ADME). Gene targets of PXR are cytochrome P450 genes (CYP2B,
CYP2C, CYP3A) and efflux and uptake transporters of the ATP-binding cassette %7~
8, Besides endogenous ligands, PXR is activated by a broad number of diverse small
molecules, including drugs, environmental pollutants, and natural products. These
various functions make PXR a potential therapeutic candidate. However, the activation
of PXR can induce intestinal and hepatic first-pass metabolism and drug efflux
transport ’° which in turn may lead to drug—drug interactions (DDI), adverse drug
reactions or therapeutic failure of drugs 8°-82. To exemplify, we can consider the report
about the reduced effect of rifampicin on midazolam or contraceptive due to the
increased expression of CYP3A4 when these medicines are co-administrated 23, or
isavuconazonium which activates the expression of CYP2B6 through PXR-mediated
induction and decrease the exposure of bupropion 7>84, These observations raised the
interest in designing PXR antagonists along with the attempt to limit the activation of
PXR in the presence of xenobiotics. As of 2002, several “azole” compounds have been
identified as PXR inhibitors, such as ketoconazole, enilconazole, FLB-12 and SPA70.
It is less known about the structural trigger of PXR-bound antagonists. For instance,
SPA70 and SJB7 are close analogues 8 where SPA70 act as an antagonist of PXR
but SJB7 is a PXR agonist which highlights the promiscuity of PXR-LBD. No co-crystal
structures of PXR and antagonists are currently available to elucidate the details of

the PXR—antagonist interactions.
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Most known ligands bind to orthosteric PXR-LBD, however, allosteric sites can be an
alternative region for the PXR modulator's accommodation 86-89, Allosteric sites are
distant from orthosteric sites and accommodate structurally different ligands. So far,
202 allosteric modulators have been reported for nuclear receptors 8°. The proposed
allosteric ligand binding sites are the AF-1 site, zinc fingers and response elements,
LBP (synergistic), the AF-2 site, and the binding function 3 (BF-3 site) 8%%°. An example
of an allosteric ligand binding pocket is reported by Delfosse et al. %> where the
simultaneous binding of 17-a-ethinylestradiol (EE2) and transnanochlor (TNC)
enhanced the CYP3A4 induction much higher than the single binding of either of
compounds when compared to potent agonist SR12813. Ketoconazole % is an
example of a modulator binding to AF-2 and acts as a PXR inhibitor. To name,
Fluconazole , Enilconazole, Pazopanib 8, Metformin %3, Leflunomide °3, FLB-12 9294,
Coumestrol %59, Sulforaphane °7, and Campthotecin °8 are other AF-2 modulators.
There has been a number of approaches from experimental methods to computational
techniques such as pharmacophore, quantitative structural-activity relationship
(QSAR), machine learning, and structure-based methods to investigate PXR
conformation upon ligand binding ”°. Notably, due to the lack of crystal structures of
PXR in complex with antagonist ligands, likely attributed to the complexity and high
flexibility of the system, computational studies play a crucial role in unravelling the
conformational dynamics of the PXR-antagonist complex.

Taken together, the off-target effect of kinase inhibitors as cancer therapeutic agents
pursued us to identify small-molecule kinase inhibitors of the Tubingen Kinase Inhibitor
Collection (TuUKIC) compound library that would act also as PXR antagonists. The
discovery of drugs that can simultaneously inhibit both PXR and protein kinases could
offer new possibilities in cancer treatment and help overcome drug resistance. To
achieve this, we conducted a study utilizing structure-based virtual screening and
molecular dynamics (MD) simulations to investigate the conformational changes of
PXR-LBD, specifically when bound to an antagonist. Further details are discussed in

publication I.
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1.5 Constitutive Androstane Receptor

Constitutive Androstane Receptor (CAR), encoded by the NR1I3 (nhuclear receptor
subfamilyl, groupl, member 3) gene belongs to class Il NRs. CAR heterodimerizes
by RXR q, B, vy (NR2B1-3) and like PXR, plays a critical role in regulating genes
involved in exogenous and endogenous metabolism.

Alternative splicing generates multiple CAR isoforms in humans and other primates,
but not in rodents 919, This mechanism, however, is not yet fully understood. Around
50% of transcripts encodes the wild-type CAR1 that displays high basal activity, CAR2
and CAR3 isoforms demonstrate ~10% and ~40%, respectively with low constitutive
activity, likely due to their reduced interaction with RXR which results in weaker binding
to DNA and coactivators 101.102,

The unique feature of CAR is its constitutive activation, distinguishing it from other
nuclear receptors. Unlike other NRs, CAR does not require ligand binding for its
transcriptional activity although ligand binding can modulate CAR activity as an
inducer or inhibitor. CAR can bind to a vast number of chemical compounds 1. As a
result, CAR regulates multiple genes involved in xenobiotic detoxification, which might
overlap with or be distinctive from PXR target genes. CAR is predominantly expressed
in the intestine and liver 104105 and primarily localized in the cytoplasm and forms a
complex with heat shock proteins 1%. The majority of CAR ligands act as direct
activators, such as 6-(4Chlorophenyl)imidazo[2,1-b][1,3]thiazole-5-carbaldehyde-O-
(3,4-dichlorobenzyl) oxime (CITCO) %7 in human and TCPOBOP 1% in mouse. On the
other hand, synthetic compounds like phenobarbital 1°° and acetaminophen *1°
(https://pubmed.ncbi.nim.nih.gov/12376703/), as well as endogenous compound
bilirubin, are examples of indirect CAR activators. It has been proposed that the
Epidermal growth factor receptor (EGFR) signalling pathway is inhibited by
phenobarbital, leading to the dephosphorylation of CAR at T38 within the cytoplasm,
which enables its translocation to the nucleus 617, Additionally, flavonoids have been
reported to function as both direct and indirect activators depending on cellular context
111_

In the nucleus, CAR plays a constitutive regulatory role in target genes, including CAR
exclusive gene CYP2B6. To achieve this, CAR interacts with specific DNA motifs DR3,
DR4, DR5, ER6, and ER8, which are located in the enhancer and promotor region of

target genes 112, Moreover, certain CAR activators, such as phthalates, antivirals, and
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artemisinin derivatives display some isoform selectivity 101.102113-115  Androstane
metabolites, PK11195 6, T0901317 7 and S07662 1811° gre examples of CAR
inverse agonists (inhibitors). Inverse agonist can reduce the basal constitutive activity
of CAR, acting as inhibitors. Another feature of CAR, as a member of NRs, is its
permissive activity when complexed with RXR (section 1.3). A number of studies
118,120,121 hgve demonstrated the synergistic and additive effect of multiple xenobiotic
compounds. Dauwe et al., (2023)*?? conducted their in vivo study with several
pesticides—recognized as ligands of CAR and Tri-butyl-tin (TBT) served the role of an
RXR agonist. In mice subjects, the concurrent administration of dieldrin (pesticide) and
TBT prompted a synergistic activation of CAR. Furthermore, combined effects were
observed with propiconazole, bifenox, boscalid, and bupirimate. These findings
highlight the need for further investigation into the structure and function of CAR,
particularly considering its shared target genes and modulator compounds with PXR.
With the limited availability of crystal structures depicting agonist-bound CAR, our
objective was to employ in silico methods to model CAR isoforms and
comprehensively study their structure and conformational changes when interacting
with various chemical compounds. These compounds are ranging from CITCO
analogies to endocrine disruptors (EDs).

Our results are presented in publication IV where we discovered several derivatives
of 3-(1H-1,2,3-triazol-4-yl) imidazo [1,2-a] pyridine that directly activate human CAR in
nanomolar concentrations and one manuscript where we conclude branched 4-
nonylphenols isomers are responsible for enhancing constitutive androstane receptor.

The methods were accompanied and supported by functional assays.

1.6 Farnesoid X receptor

Farnesoid X receptor (FXR) is a member of the NR superfamily (NR1H4), highly
expressed in the liver and intestine, but to a lesser extent expressed in the kidney,
adipose tissue, and adrenal. FXR regulates endogenous such as bile acid
homeostasis, lipid and glucose metabolism, and inflammation 23. Farnesol
derivatives, which are metabolic intermediates of the mevalonate pathway 2
chenodeoxycholic acid (CDCA) and cholic acid (CA) are endogenous ligands for FXR
125 FXRa and FXRP are two known FXR genes %6127 The FXRa gene is conserved

from fish to human 28 and encodes four transcript isoforms, FXRa, FXRa2, FXRa3,
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and FXRa4 in humans and mice, whereas FXRp is a pseudogene in humans and
primates 123129130 EXR, likewise other NRs family members, has a highly conserved
domain. The binding of the ligand to FXR, which is in complex with the retinoid X
receptor (RXR), induces conformational changes leading to the recruitment of either
coactivators or corepressors, promoting or silencing the transcription of target genes,

respectively. More details on FXR were explained in publication IIl.
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2. In silico Drug discovery and Molecular Modelling

The process of introducing a new drug to market is time-consuming and expensive
because each step has its own challenges. For the validation of a pathway as a drug
target, the disease/pathology mechanism should be well-known, and the selected
target should be druggable, meaning its activity can be effectively modulated by an
exogenous compound. Next, the selected target should be validated by experiments
such as gene knockdowns and antibody interaction 3%, This step is very crucial since
any issue will propagate through the whole pipeline of discovery and development 132,
The purpose of lead identification is to identify or create a compound that interacts
with a selected target. In this step, the mechanism of action of the drug, cell-based in
vitro tests for initial safety 133 as well as the pharmacokinetic and pharmacodynamic
property of identified lead are also conducted 134, Later, in lead optimization step,
identified compound is modified to increase the effectiveness and safety, to prevent
off-target effects, and to optimize the dosage 35136, This step also includes safety
testing in animal models and multiple pre-clinical in vivo animal models*®’. To address
potential side effect of the drug, it will pass through extensive testing in animal models.
The accuracy of this step is crucial since the next stages of development are highly
expensive'®’. For this step, knock-out or genetically modified mice are used. After the
Investigational New Drug (IND)*®® application, the drug candidate undergoes clinical
tests during Phase | (healthy volunteers), 1l (preliminary data in patients) and Il (only
~10% of the drug can reach this point 13%) and FDA approval 4%, and finally the drug
can be introduced in the market. These processes require investment for efficient
operation with a low rate of success'*®. On the other hand, advances in computer-
aided drug design (CADD) and protein crystallographic techniques have brought new
approaches to drug discovery pipelines.

The CADD approach is a cost-effective method that can be utilized in the virtual
screening of compound libraries against a target 4. It can investigate the specificity
of selected hits using molecular docking and molecular dynamics, predict ADMET
properties of the selected hit, and optimize the lead compound for synthesis and
testing. Imatinib, zanamivir and nelfinavir are examples of drugs designed or optimized
with the aid of computer methodologies. The artificial intelligence (Al) and machine

learning even further improved the CADD process!*?143,
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Accordingly, different computational methods have been implemented for
understanding the nuclear receptor functional activities. These computational
approaches, generally, fall into two categories, namely ligand-based and structural-
based drug design.

The ligand-based technique is used in the absence of the three-dimensional (3-D)
structure of the target which relies on knowledge of the small molecules bound to the
desired target. When the active ligand is known, QSAR and pharmacophore mapping
are the commonly used approaches 44, While in the presence of knowledge about both
active and inactive ligands of the target of interest, a machine learning approach is
employed. These methods will generate a predictive model for hit identification and lead
optimization 145146,

In contrast, a structure-based strategy is utilized when the structure of the target is
available which is mainly determined by experimental techniques such as X-ray
crystallography, nuclear magnetic resonance (NMR) or cryo-electron microscopy.
These techniques, however, are expensive and time-consuming. When the crystal
structure of the drug target is not available, protein structure can be predicted by
computational methods like homology modelling. However, in 2020, the emerge of
AlphaFold, a new tool developed by DeepMind predicting the 3-D structure of the
target from its sequence, even further accelerate protein structure prediction with high

accuracy %7,

| ] m v \")
3D structure of | Add missing Grid generation || Searching Redocking of
target side chain/loop algorithm co-crystal
(generating structure (the
3D structure of | Add hydrogen | Binding site conformational result should
ligand detection space) be similar to
Assign bond the top-ranked
order Scoring function | pose)
(ranking poses)
Minimize the
structure MD simulation

Fig. 3 An example of typical workflow of structure-based drug discovery. The
flowchart summarizing the methodology employed in this work (modified from 148).
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2.1 3-D structure of the target and druggability

The application of structure-based computational methods heavily relies on the
availability of experimentally determined 3-D coordinates of macromolecule structures
in a database. The knowledge of the 3-D structure of the target protein is a key
requirement to apply computational methods to identify novel agonists and
antagonists. The bio macromolecular 3-D structures are commonly stored in Protein
Data Bank (PDB)°, which is a public archive containing results from X-ray
crystallography, NMR spectroscopy, and cryo electron microscopy (CryoEM). Most of
the stored structures are determined by X-ray crystallography (89%) whereas the
minority fraction belongs to NMR spectroscopy and electron microscopy
(https://www.rcsb.org/stats)!#°. In addition, the PDB oneDeep has emerged as a

unified system for deposition, biocuration and validation of macromolecule structures
150_

Since the quality of the protein structure has a tremendous effect on the outcome in
the modelling results, several parameters have been introduced to check the quality
such as resolution (precision with which atom carbon is replaced in structure). As a
rule of the thumb, a resolution value lower than 2 A is more confident in placing atoms
in structures. Nevertheless, the resolution does not provide information about the
quality of the data. Therefore, the two other parameters are defined, namely: R-factor
and R-free 151, The R factor is a way to see how well a simulated diffraction pattern
matches the one we observe in experiments. The R-factor is in the range of 0.6 for
random fit and 0.2 for typical fit, whereas a perfect fit would have a value of zero.
Therefore, the lower the R-factor, the more consistent model, and the better reflection
of experimental data. This range could be lower for small molecules because of a
better-ordered crystal. The R-factor is biased because it reflects the refinement model
against the data used to train the model. Therefore, R-free was introduced as a less
biased way where 10% of experimental data is removed to be used as later cross-
validation and 90% is kept for refinement. Hence, the R-free value is calculated based
on how accurately the model predicts the 10% of data that was not used in the
refinement process. An ideal model has a similar R-factor and R-free about 0.26 152,

For selecting the crystal structure with good quality, one should also take care of the

B-factor of the binding site to be close to the optimal value which is 12-20 A2,
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Deviations from this value indicate less reliable atomic coordinates within the binding
site. B factor represents the relative motion exhibited by various regions of the protein.
Regions characterized by well-ordered structures typically display low B-factor values,
whereas flexible regions like loops or surfaces exhibit higher values 3.

In drug design, it is important to understand the structure and function of the protein
active site as well as finding any potential allosteric binding sites. In the absence of a
native ligand, it is viable to utilize some tools, such as a SiteMap %% from
Schrédinger which explore putative binding sites based on size, functionality, and
solvent exposure. Generated binding sites are ranked by SiteScore. Along with site
definition, SiteMap also provides the possibility to optimize the lead compound with an
enhanced receptor complementarity when evaluating the protein-ligand interactions
(Schrodinger, LLC, New York, NY).

In the case of our NR work, we started with the generation of a protein structure
curated database for the ligand binding domain (LDB) of nuclear receptors (NRs). All
selected structures were manually curated based on their resolution (high-resolution
structures, < 2.5A were preferred whenever available). Structures with co-crystallized
ligands (not soaking) for known relevant ligands (agonists, partial agonists, and
antagonists) were also selected as controls for our studies and their ligands were

evaluated in terms of electronic density to ensure their quality.

2.2 Homology Modelling

When an experimentally derived structure is unavailable for our protein of interest
(query), a homology modelling strategy can be utilized to generate a 3-D structure.
Steps include selecting sequence alignment tools (e.g., BlastP:
https://blast.ncbi.nim.nih.gov/Blast.cgi?PAGE=Proteins)'>¢  template  recognition
(using the Protein Data Bank, PDB; https://www.rcsb.org/)4°, alignment correction,
backbone and loops generation, and side chain modelling using rotamer library. For
building a homology model, the degree of sequence identity/similarity between the
qguery and the templates is deterministic where certain limits suggest the reliability of
the generated model. There is good coverage with query-template identity higher than
80%. When this pairwise similarity ranges from 50-80% likely the proteins share the
same fold 57, 30-49% of identity model is with certain errors in the loop and side chain

conformation, and less than 30% of sequences indicates a wrong model 18, There are
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several potential sources of error while generating a structure model resulting from
low homology similarity between the target sequence and template, steric clashes of
side chains, inaccuracy of bond length and angle, missing atom, and inaccuracy of
underused rotamer library. Therefore, validation of the generated model is essential
to assess the quality of the generated model. Among others, Root Mean Square
Deviation (RMSD) is a measure of the average distance between the atoms of two
superimposed proteins. If the RMSD value is 0.0-0.5, the model and template are
essentially identical, up to 1.5 denotes a very good fit, 1.5-5.0 is a moderate fit and 5.0
to 12.0 is a completely unrelated model 159160, Another parameter for validation of
model is stereochemical quality of protein which is doable through Ramachandran plot
(RP). RP is distribution plot of protein torsion angles ¢ and y, analysing both the
geometry of individual residues and the overall protein structure %! (Fig. 5). The plot
is divided into three distinct regions. The favoured region represents dihedral angles
which exist in well-folded protein and is energetically the most favourable region. The
extension of the favourable region is allowed area that are also acceptable but less
common than those in the favoured region. In contrast, in the outlier region, the atoms
come closer together than their van der Waals radii, resulting in steric clashes, making
this region disallowed. Glycine residues are exceptions and due to the lack of a side

chain, probable to be found in any region of the plot.
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Fig. 4 Ramachandran plot of CAR3-LBD model. The plot describes dihedral angles
for all CAR3 residues. The model was built using PDB ID: 1XVP%? as template.
Glycine is marked with triangles, proline with squares, and other residues with circles.

The plot shows that most residues fall within the allowed regions, except for Glycine.

Several software packages exist as a ready-to-use platform for homology modelling,
such as EasyModeller 4.0 and MODELLER which have built-in functions for validation
163 Procheck 164, ProSA 165 and WhatCheck %6 are other examples of validation tools
along with PDSUM and Molprobity 67 which are online tools for model quality
validation. In summary, homology modelling is a time- and cost-efficient method and
is easily applicable through freely available software. However, a few cons remain
such as difficulties in loop modelling, the essential need for the experimental structure
of homologous protein and disability to provide information about the protein folding,
although AlphaFold %8 can offset this shortcoming. In conclusion, one can benefit from
the homology modelling method in the absence of receptor crystal structure but should
bear in mind that the generated models are not error-free and need validation by

various methods.
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2.3 Protein and ligand preparation

After retrieving the 3-D structure, either a crystal structure or a model, the structure
should be prepared prior to docking. In the case of a crystal structure, highly flexible
regions do not diffract with high enough resolution for assignment during
crystallography, such as loops. Hence, these regions should be generated. In addition,
because of the insufficient resolution, hydrogen atom coordinates cannot be
determined in the crystal. Hence, the placement of missing hydrogen atoms is a
relevant step in target preparation. Missing side chains, missing bonds, and bond
orders should be added as well. Higher alternate occupancies should be selected,
and, more importantly, optimizing the hydrogen bonding network including the
prediction of protonation states of protein residues as well as identification of structural
water should be considered.

In our projects, we utilised PROPKA in the Protein Preparation Wizard tool of Maestro
169 to select the most likely protonation states and tautomer for the Histidine residues.
We followed the software suggestions and then optimized the generated H-bonding
species accordingly. Nevertheless, for PXR project (publication 1) we also tested
whether different X-ray structures would yield distinct ionization states for the histidine
residues. Fig. 6 demonstrates the application of PROPKA to these different crystal
structures, each with different pH values (pH 7.0, and 8.0, which were used for
crystallization). All histidine residues near the binding site exhibited the same
ionization states, regardless of the pH values. Additionally, we checked the electron
density of these residues, although their resolution did not allow us to accurately
observe the hydrogens.
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Fig. 5 Histidine 407 (H407) protonation state. Protonation obtained from different
PXR-LBD crystal structures. The top panel depicts H407 after preparation and H-bond
assignment using PROPKA algorithm in Schrodinger suite. Bottom panel displays the

corresponded H407 with electron density before H-bond assignment.

Before docking, along with the target protein, the ligand structures should also be
prepared, including the assignment of ionization states, partial charges, and the
generation of their minimized 3-D conformations 169,

In the case of our NR work, to obtain the starting configuration for EDs before docking,
the ligands were prepared using LigPrep (Schrédinger, LLC, New York, NY) to assign
the protonation state and partial charges utelizing the software Epik (at pH 7.0+£2.0).
For the PXR study, we screened the virtual TUKIC library and implemented a SAR
study on the resulting compounds followed by ligand preparation steps using the
Schrodinger suite. The same preparation steps were implemented for other projects

presented in this thesis work.
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2.4 Force field

There are two main methods in molecular modelling, namely: molecular mechanics
and quantum mechanics. Molecular mechanics (MM) is less computationally intensive
compared to quantum mechanics wherein the electronic motion is disregarded and
calculate the energy of a system based on the positions of the nuclei which makes
energy calculations faster. It can be used to calculate properties like structure,
docking, molecular dynamics, entropy, and energies and can handle thousands of
atoms. However, MM does not consider electrons separately and treats atoms as balls
connected by springs, which limits its ability to calculate electron-related properties.
On the other hand, quantum mechanics (QM) can provide energy calculations for bond
breaking and forming, thermochemistry, and electronic properties. It considers
electrons, nuclei, and interaction energies but is computationally expensive and can
only handle hundreds of atoms. However, the key region of large molecules like active
site of enzyme can be studied with quantum mechanics. Therefore, a combination of
molecular mechanics and quantum mechanics is commonly employed in drug design.
In molecular mechanics, a force field is a function that describes the energy of a
molecule and how bonded interactions (such as bond lengths, bond angles, and
torsions), as well as non-bonded interactions (such as van der Waals forces,
electrostatic forces, and hydrogen bonds), evolve. A force field consists of equations
and parameters that define the geometry and behaviour of a specific molecule. The
functional form is given by energy of equation, which is summation of bonded and non-
bonded energy terms, and parameters are constants obtained from experimental data
and ab-initio calculation 1. Non-bonded interactions are typically described by the
Lennard Jones equation and Coulomb's potential 179,

Non-bonded energy consists of electrostatic components, which are represented by
distance-dependent dielectric constants, Van der Waals forces (repulsion due to
overlap between the electron densities of two or more closely packed atoms and
attraction which happens due to London or dispersion forces) and hydrogen bonding
interactions (H-bond, for short), which is a chemical bond that occurs between an
electronegative atom, such as nitrogen, oxygen or fluorine, and a hydrogen atom that
is covalently bonded to another electronegative atom in a different molecule and play

an important role in the stability and properties of biomolecules.
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Based on the functional form and implemented parameters (depending on the atom
type the related parameter is changed) different types of force fields exist. They might
be different in the number of terms in energy expression, the complexity of the term,
and the method of obtaining parameters if experimental or ab initio. To name:
MM2/MM3/MM4 171 (for small molecule study), CHARMM 172, AMBER 73 (the most
common force-fields for protein study), OPLS ' (for liquid simulations), and
GROMOS 17® (for MD simulation of macromolecules) . Each force field has its equation
which obtains its parameter values from different databases. Therefore, one should
be cautious not to mix different force fields for the same set of calculations, otherwise,
the result would be inconsistent 176:177,

Force field is core of MD simulations where the accuracy of generated model is heavily
depends on the quality of the underlying force field. Each force field has its own
positive and negative points. GROMACS 54A7 78 and CHARMM 36m 17° were
developed to overcome the problem of sampling structured and disordered proteins,
where AMBER 173 was highly successful in the description of the alpha-helix formation
177 The study conducted by Kamenik et al. (2020) provides information related to
polarized and non-polarized force fields, suggesting that the additive force field is
sufficient for studying ultra-fast-folding dynamics and partial unfolding and refolding

processes within the provided computational time.1"”.
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2.4.1 Geometry optimization

The geometry of a molecule is described by its internal coordinates, which consist of
bond lengths, bond angles, and torsion angles between its atoms. Given a set of atoms
and vector “r", defining the atoms’ position, it introduces the concept of energy as a
function of the atom's position, E(r). The goal is to optimize this energy by finding
molecular geometries where the net inter-atomic force on each atom of the molecule
is relatively close to zero 89, Such positions on the potential energy surface (PES)
correspond to stationary points (minima or equilibrium structure), whereas saddle
points in PES is a transition state in theories of reaction mechanisms 81, MM methods
search the PES to reach these minimum energy structures using various minimization
algorithms. These algorithms typically categorized into two types: based on first-order
derivatives (Gradients) such as steepest descent and Conjugate Gradients, and those
involving second-order derivatives (Gradients and Hessians) like Newton-Raphson.
The choice of the algorithm depends on multiple parameters including storage and
computing requirements, availability of an analytical gradient and the size of the
Hessian matrix 182-184 |t is worth noting that conformational search is a significant
challenge, especially for large molecules. Therefore, MDs simulations can be utilized
alternatively as it enhances conformational sampling by integrating Newton's laws of
motion (further details are provided in section 2.6). Once the minimum conformation
is attained, it is crucial to validate the prediction by cross-checking it against the real
conformation using multiple experimental and theoretical methods. Examples of such
methods include X-ray crystallography, Electron diffraction, Ultraviolet (UV)
Spectroscopy, Infrared (IR) Spectroscopy, NMR Spectroscopy, and Photoelectron

Spectroscopy, among others.
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2.5 Molecular docking and pose selection

Since the 1980s molecular docking has been used as a core method in the SBDD
pipelines 8. When a high-quality 3-D structure of the target is available molecular
docking can be used to predict the position, orientation, and conformation of a small
molecule compound (ligand) within a defined region/pocket of the target (receptor)
using an automated computer algorithm.

Molecular docking is used for various purposes in drug discovery such as hit
identification, lead optimization, structure-activity studies, and prediction of the
potential binding mode of a known binder. The docking procedure consists of two
steps: Sampling and scoring. In the sampling phase, the docking algorithm generates
docking poses employing systematic, stochastic, Monto Carlo or genetic algorithms.
In systematic search, all the degree of freedom of molecule is searched using an
incremental algorithm whose examples are FlexX 186 and Glide 87-18, The stochastic
search method, also known as a random search, randomly moves from one region of
conformational space to another unconnected region in a single step. It searches the
conformational space either by changing the cartesian coordinate or the torsion angle
of rotatable bonds. AutoDock °° and GOLD 1% are examples of the usage of genetic
algorithms based on a computational model of Darwinian evolution.

After conformational sampling generation, the generated poses are ranked by a
scoring function. The scoring functions are equations that approximate the binding
affinity of the tested ligands towards the target. The classical scoring functions are
empirical, knowledge-based, and molecular mechanistic-based (also known as Force-
field based). The newer scoring functions are machine learning-based functions 2.
An example of a knowledge-based scoring function is GOLD 19, while AutoDock 19
is mechanistic-based, and Glide is the empirical-based scoring function. Machine
learning-based scoring functions use random forest (RF), support vector machine
(SVM), and deep learning (DL) %2, Each scoring function has its strengths and
limitations.

Here, we briefly describe the workflow of the Glide docking algorithm from the
Schrédinger suite, which we employed in our projects. Glide uses an exhaustive
(incremental) algorithm to sample the various conformations of ligands and examines
the complementarity of ligand-receptor using a grid-based method, representing the

shape of the receptor. The initial screen aims to locate promising ligand poses.
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Selected initial screening poses will be minimized using the OPLS force field 174193~
198 Then, the energy-minimized poses are scored by the Glide score. Finally, the
poses are ranked using the Emodel score, which is a combination of Glide score, non-
bonded interaction energy, and ligand conformation energy. Glide has the feature to
tune the van der Waals radii of protein or ligand atoms 8. We conducted Glide
docking!®”:188 in our projects with default settings. Docking was performed in a cubic
grid (13 A) defined by the co-crystallized ligand present in each selected structure,
using the standard-precision (SP) 87 and extra-precision (XP) 18 level of accuracy.
For each crystal structure, we conducted redocking experiments, where our aim was
to evaluate the ability of the docking to reproduce the experimental ligand
conformation.

Proteins are flexible molecules, displaying a wide range of motions from local side-
chain rotations to global conformational changes, generating an ensemble of
conformation that may accommodate a wide variety of ligands. While most of the
docking algorithms treat the protein as rigid despite its flexible nature, some algorithms
take the protein flexibility into account such as Induced Fit docking from Schrédinger
199200 However, such a method is computationally expensive. A more computationally
efficient approach is ensemble docking method %48, This docking programme dock
flexible ligands against multiple conformation of the protein rather than only a single
conformation. In ensemble docking, the ensemble of protein structures can be
obtained from either different crystal structures or the different snapshots of an MD
simulation trajectory. The structures are superimposed, and ligands are docking within
the protein binding site. The ensemble-based screening takes protein flexibility into
account, improving the predictive power of structure-based drug discovery. This can
be applicable when a set of crystal structures is available for the target protein.
However, only a limited number of proteins possess an extensive set of crystal
structures of different and relevant conformations of the bound and unbound receptor.
To validate the docking result, usually known active ligand(s) is docked before the
docking of the intended molecule (redocking). In addition, the visual inspection of the
generated pose is important when validating a docking pose. There is agreement on
potential inaccuracies of the docking method. Hence, one of the most crucial factors
in docking result assessment is visual inspection, although it has not been introduced
a clear guideline for the visual assessment of docking results. In this regard, a survey

conducted by Fischer et al., (2021) 2°1, collected 93 expert opinions from the academy
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and industry sector, to identify agreeing principles for visual inspection along with its
limitations. The result showed that the most frequent criteria in the visual assessment
of docking pose are shape complementarity 292203 hydrogen bonds and hydrophobic
contacts and the least reliable criteria were scoring function. If there is a huge number
of test ligands, in this case, generated poses can be filtered based on the docking
score, and among those, the best score poses could be visually inspected.

In our studies, to evaluate the capability of the docking algorithm (Glide) in locating the
ligands within the LBD, we redocked the cocrystal ligands. The redocking poses
resulted in top-ranked docking poses with a heavy atom root-mean-square deviation
(RMSD) below 1 A in comparison with the original conformation.

The inspection was performed to evaluate our docked binding poses using the active
ligand as the reference binding mode. Similarly, shape complementarity, hydrogen
bonds and hydrophobic contacts were considered as decisive criteria when assessing
the docked poses, and to a lesser degree, we took the docking score (glide score and
Emodel score) into account. The docking poses of EDs (e.g., nonylphenol) were
diverse, binding in multiple conformations within the LBP and displaying little to no
hydrogen bond interactions. We hypothesized that the EDs could have multiple
binding modes, i.e. a single static model for the NR-ED interaction would not be
sufficient to describe/predict its outcome 2%4. We attributed this as a limitation of the
docking itself and proceeded to evaluate the stability of the ligands within the LBP by

using molecular dynamics simulations.
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2.5.1 Limitation of molecular docking

Although molecular docking has several strengths, one of which is the method’s ability
to screen large compound databases at low cost and time, compared to experimental
techniques, such as HTS, some limitations remain.

One of the docking limitations relates to the empirical nature of scoring functions.
The reliable prediction of ligand binding affinity is still challenging. however, the rising
number of protein-ligand structures with measured binding affinities along with the
increasing datasets containing active, decoy, and true inactive compounds, has
facilitated the implementation of machine-learning techniques to obtain better-
performing scoring functions.

Docking is also limited unless key interactions with the protein are already known
either by previous crystal structures, reliable modelling on homologues and/or site-
direct mutagenesis. Although molecular docking shows its efficiency in its prediction
status, it needs to be subsequently validated by experimental methods 2°°,

Another caveat is that while docking is a tool for virtual screening of the ligand and hit
identification, it only demonstrates the binding affinity or binding energy of the complex
rather than conformational change. To obtain further conformational space of the
complex, we need to simulate the movement of the system through time. Further
validation of a docking pose can be achieved by conducting an MD simulation of the
selected docking pose, 2% which also refines and improves the precision of docking.
In our reported work, selected binding poses (explained in section 2.3) were submitted
to short MDs to examine ligand stability within LBP as final validation. The MDs

protocol will be explained in the next section.
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2.6 Molecular Dynamics Simulations and its challenges

NRs-LBD's high flexibility is critical for their function. Although the docking method can
provide invaluable information for the initial study of the structure-function relationship,
its limitations (section 2.5), such as their static model, provide an incomplete vision of
biological systems. The biological function of an NR is a result of a conformational
ensemble shifting from one state to another in dynamic equilibrium. The molecular
Dynamic simulations (MDs) method can be utilized to overcome the shortcomings of
the docking and study the ligand-induced conformational changes, as well as the
relevant peptide recruitment surfaces. MD simulations use the initial model structure
as the starting point to generate an ensemble of conformations that can reliably
represent the protein-ligand behaviour in solution 297208, MD simulations were first
developed during the 1950s 2%°.This approach follows the law of classical mechanics
(Newton’s second law, Eq. 1), the net force (F) for an atom (i) is equal to its mass
multiplied by its acceleration (a). This corresponds to the empirical potential energy

function V(x).

Eq.1. F =ma; = —%
The generated atomic coordinates over time form the MD dynamics trajectory of a
molecule. Since the conformational flexibility of a protein is extremely related to the
surrounding environment, the MD contributing factors, apart from the biomolecules,
such as solvent, temperature, and ions are extremely relevant. Different models can
be used to represent water molecules in molecular dynamics simulations.

The most commonly used water models are: TIP3P (Transferable Intermolecular
Potential 3 Points) 210 is a three-site model where each water molecule is represented
by three interaction sites: two positive charges for hydrogen atoms and one negative
charge for the oxygen atom. TIP4P (Transferable Intermolecular Potential 4 Points)?!!
is an extension of the TIP3P model. In this model, an additional interaction site is
added to the oxygen atom instead of the electron’s lone pairs. This model provides a
more accurate description of water's properties compared to TIP3. Another used water
model is SPC (Simple Point Charge) %12 which is a three-site model that represents

each water molecule as a point charge located at the oxygen atom and two points
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charges representing the hydrogen atoms. This model is simpler than TIP3. SPC/E
(Simple Point Charge/Extended) 2% is an extension of the SPC model where an
additional site is added to the oxygen atom representing polarization effects 210.213-215,
This model improves the description of water's properties, especially at higher
temperatures and densities. CHARMM includes its own water model, which is similar
to the TIP3P model but includes Lennard-Jones interactions between hydrogens and
oxygens to improve the description of the liquid phase 26218, The latest version is
CHARMM 36m (sTIP3P) 218, optimized based on the original TIP3P for proteins and
lipids. Overall, the system being studied affects our choice of water model.

In terms of how the potential energy (V) is calculated, MD simulations can be divided
into classical molecular mechanics and quantum mechanics-based MD simulations.
As mentioned earlier, quantum mechanics-based MD simulation are resource
intensive. Hence, currently the classical molecular mechanics-based simulation is the
most common MD simulation method. There exist several MD simulations packages
such as NAMD 219 Gromacs 2?° and Amber 173, The steps involved in MD simulations
are as follows:

1. Input preparation: in this step we need a prepared and minimized structure
(section 2.3). Water is another element to be added around the molecule implicitly or
explicitly. Adding ions (NA+, K+, CL-) neutralize the system. Hence molecule is in a
neutral environment at pH 7.0. In addition, the system can be set up in salt as well.
Next step for setting up the simulation system is applying the Periodic Boundary
Conditions (PBC). PBC is a technique used in computer simulations, to mimic the
behaviour of an infinite system through a finite simulation cell. This approach enables
particles at one edge of the simulation cell to interact with particles on the opposite
edge, mimicking an infinite repeating lattice. PBC allows for the generation of more
representative and accurate statistical ensembles, such as the canonical ensemble
(NVT?21) or the isothermal-isobaric ensemble (NPT?2%). Temperature, pressure, and
simulation time are other components of the system to be set up. In addition, we need
to provide the simulation program with information including Topology, parameter, and
force field (section 2.4).

2. Energy minimization/ equilibration: The purpose of this step is to relieve steric
clashes existing in the system due to all participants elements (macromolecules, small
molecule, water, and ions) to minimize the system from high energy contacts and

define a starting point for equilibration step. It helps the molecule to be relax and reach
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to a stable state. During minimization, molecule search for nearby local minima on the
potential energy surface and to obtain favourable bond lengths and bond angles
minimizing the force pulling or pushing atoms together, removing the possible steric
clashes and adjusting the distribution of solvent molecules 2?2. Then, in equilibration
phase, the molecule escapes local minima with low energy barrier to find the lowest
energy minimum (section 2.4.1). The aim of this step is to equilibrate the energy of the
system, relax the structure and the solvent. It is important to select an appropriate
ensemble class for equilibration to draw a meaningful conclusion from the MD
simulations. The commonly used thermodynamic ensembles in MD simulations are
NVE 22! which describes an isolated system with a constant number of particle (N),
Volume(V) and Energy (E). In the NVT 2?1 ensemble, the system is in thermal contact
with a heat reservoir allowing the exchange of energy at a constant Temperature (T).
Particle (N) and Volume(V) are fixed. The NPT??1 ensemble, on the other hand, aims
to equilibrate the system’s internal pressure with the external pressure by permitting
the exchange of energy between the system and the environment alongside allowing
variation in volume.

3. Production: In this step, a series of structure at a specified times, velocities, and
system coordinates are recorded as a trajectory.

Time is one of the main parameters to be considered when studying the dynamic of a
system through MD simulations. The simulation times spans from femtoseconds (fs)
to milliseconds (ms) depending on the size of the system and computational resource
and the longer time scale provides more stable system (Fig. 7). However, bond
vibration and side chain rotation happen below than nanosecond (local flexibility),
larger motions occur at microsecond to millisecond. Depending on the region of
interest and available computational power one can determine the timescale of MD

simulations 223,
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Fig. 6 Comparison of time scale for protein motion. Size of the protein determine
the time scale for MD simulation. Bond vibration and side chain rotation happen in the
femtosecond (fs) to nano- second (ns) timescale and protein folding happens in

microsecond (us) to milliseconds (modified from Werner et al. 2012 223).

Multiple replicas can increase the reliability of the observations. MD simulations are
no exception to this rule. The minor differences in initial velocity, floating-point
precision, or underlying hardware can lead each simulation replica in different paths
of conformational landscape with different free energy landscapes. Knapp et al.,
(2018) tested this concept based on 310 us of simulation time for a small system (10
amino acids and for a T-cell receptor/MHC system). They randomly chose a sample
of each replica set and estimated the reproducibility and reliability that can be achieved
by a given number of replicas at a given simulation time. They found that the single
simulations are not reproducible whereas multiple shorter replicas are more reliable.
They suggested five to 10 replicas as the rule of thumb 224,

Another crucial subject in simulation is sampling. It is important to assure if system
under simulation visits all conformational states. These days, different enhanced
sampling methodologies such as Replica exchange molecular dynamics (REMD)
225,226 and metadynamics %2’ have been developed where multiple copies of same
simulations are running at different temperatures, and replicas exchange their
temperature at regular intervals. This exchange of temperatures between replicas
allows the system to discover conformational space efficiently, preventing the system
from being trapped in local energy minima, thus improving the efficiency of MD

simulations 225226, Qverall, MD simulations provide insights into the dynamics of
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proteins and help us understand how they bind with small molecules or other proteins,
which, in turn, aids in the development of selective inhibitors or activators.
To the best of our knowledge, the timescale of our simulations appears to be suitable

for the study of nuclear receptors and is, in fact, the longest available.

2.7 Analysis of MD simulation trajectories

The most commonly used procedure to analyse a molecular dynamic simulation is an
overview of the changes of root mean square deviation (RMSD) 2?2 and root mean
square fluctuation (RMSF) 22°, along the time and residues, respectively. Both
approaches use a reference structure (starting conformation of simulation). For RMSD
calculation, the deviation of each atom coordinates in newly generated conformation
from the corresponding atom coordinate in the reference structure is calculated as a
function of the simulation time. RMSF provides information about the fluctuation of
residue or atoms throughout the simulation. These two parameters provide information
about the validity of the simulation rather than offering deep insight into the simulation
data.

Given the big number of atom coordinates, we have big data. To gain a better idea of
the dynamic and direction of motion of protein data, it is good to implement a more

specific algorithm such as principal component analysis (known as PCA).

2.7.1 Principal Component Analysis

PCA is an analysis method to capture the significant motion from the simulation
trajectory. PC method can display the functionally important motions of proteins in the
space spanned by a small number of their huge conformational modes, the reason
that is called also essential dynamic. PC is a multivariate statistical technique which
reduces the dimension of the data. The method is using a covariance matrix which is
a linear transformation of data 22°. Usually, the covariance matrix is generated by Ca
atom coordinate or Ca torsion angles. The covariance matrix is decomposed to obtain
its eigenvectors and eigenvalues. The eigenvectors represent the directions or
principal components. The eigenvalue represents the amount of variance explained
by each principal component. In MD analysis PCA is the projection of the MD data
onto an eigenvector. Another statistical method to analyse data is time-lagged

component analysis. This method is also the linear transformation to reduce the
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dimension of the data where it also identifies the slow order parameters of the
simulation.

In terms of our NR work, PCA was conducted for the backbone atoms using
GROMACS tools (version specified in the specific papers) using the pre-implemented
scripts gmx_covar and gmx_anaeig. For GROMACS analysis, the Desmond
trajectories were aligned and transformed to xtc-format, keeping only backbone atoms.
Figures describing the extreme motions can be generated and visualized using
PyMOL-script Modevectors. Interestingly, one can decompose the principal
component (PC) projection into an extreme motion, that describes the related protein
movements. Results have been demonstrated in publication I, 11, and IV.

2.7.2 Markov State Modelling

Due to the massive amount of generated simulation data, visual inspection of
trajectories is an almost impossible task, besides not providing quantitative description
of the system. Hence, statistical methods, such as Markov States Models (MSMs)?31~
233 can be implemented to generate a quantitative model of dynamics of the system.
It provides “state” and “rate” view of conformational space helping to capture all
possible behaviour of macromolecule through a dynamic trajectory. The aim is to build
a model which can predict kinetic, thermodynamic and structure.

There are two steps to build the model: 1) To define state, 2) To estimate rate between
states. The method uses clustering algorithms and builds the matrix of counts,
normalizes the count to construct transition probability matrix. This matrix implies the
probability of jumping between states after every lag time and is the key dynamical
model obtained from MSMs.

In MSMs method, the dynamics are approximated as a Markovian process between
distinct microstates (Fig. 8). MSMs have been used to improve ensemble docking to
optimize a specific conformation in a ligand, and to characterize ligand-binding
processes as well as inactive-to-active transitions in signalling proteins 234235,

In practice, the first step is to extract molecular features from the raw data obtained
from MD simulation and transforming the features into a low dimensional subspace.
Dimensionality reduction of the trajectory is performed by means of a dimensionality
reduction method. Many of the studies used the time-lagged independent component

analysis (tICA) 2% to find a suitable low-dimensional representation of the system. The
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low dimensional subsets would be discretised into state decomposition. Like the
PCAs, TICA is a coordinate transformation. It yields an optimal slow subspace which
decorrelated (at lag time 1) from the remaining coordinates 233, In TICA, different
parameters can be used such as coordinates, distances, or torsion of selected atoms.
One can apply those parameters to a small region of structure or the whole structure.
For the rate step, a maximum likelihood or Bayesian MSM is estimated from the
discrete trajectories. Model is validated based on Chapman-Kolmogorov 26, Next the
stationary and kinetic properties of the MSM is analysing. Metastable microstate is
built and applying transition path theory (TPT) to identify the pathways of
conformational change. Expectation value will be calculated for experimental
observation. PYEMMA software package %3’ has made MSMs accessible to a wide
range of academic researchers.

Against the advantages of MSM method, still several challenges remain. These
challenges are related to the decomposition of conformational state. Another subject
that needs to be take care of is related to the seeding procedure in MD simulations.
While seeding provides a great variety of relevant conformations beneficial for MSM
building, one should be aware that the simulations, starting from a seed that is
kinetically far from the other starting points, may never overlap with the rest. This
affects the determination of the transition rates between states 23,

e
&

Fig. 7 Hypothetical scheme of Markov State Models. Metastable states are

|

H

depicted as circles. ‘S’ stands for state. The size of each circle is in proportion to the
probability of state occurrence, and state transitions are shown by arrows. The
thickness of the arrows is related to the probability of the state transition.

37



We implemented this method, for example, to investigate the conformational
behaviour of PXR upon antagonist binding to discriminate the agonistic and antagonist
mode of PXR-LBD conformation in complex with a full agonist (SR12813) and

competitive antagonist (compound 100) in publication I.

2.7.3 Free energy (prime MM-GBSA)

Application of computational method is a trade-off between accuracy and efficiency.
As we discussed earlier, docking, which is the most common approach to estimate
binding affinity of ligand, is an efficient approach but not highly accurate, particularly
when it comes to discriminate between ligands differed with <6 KJ/mol in their AG 239,
Poisson—Boltzmann or generalized Born and surface area continuum solvation,
MM/PBSA and MM/GBSA, are well-known approaches combined with molecular
mechanics energies to predict ligand-binding affinities by estimating the free energy
of binding of the ligand to the biological macromolecules. The MM/PBSA was
established in 1990 and developed through the years. The method can be employed
in several tasks such as protein-protein interactions, conformer stability, rescoring,
lead optimization, enhancing docking results, etc. 240249

The method consists of several energy terms, namely: electrostatic term, solvation-
free energy (polar solvation term, non-polar term). Binding free energy change of a

system is calculated as follows (Eg. 2,2%9):

Eq.2. AGyyg = AH —TAS
where the AH is the enthalpy change in the system, T is the absolute temperature (in
K), and AS is the entropy change in the system.

In computational study, the Binding free energy changes are calculated through a
thermodynamic cycle as follows (Eq. 3 2%°) :

Eq- 3. AGbind,solv = AGbind,vacum + AGsolv,complex - (AGsolv,ligand + AGsolv,protein)

Where the solvation free energy is divided into two terms: polar and non-polar (Eq. 4)

Eq.4. AGgory = AGpol + AGnonpol
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The binding free energy of a protein-ligand complex is calculated as follows (Eq. 5):

The <...>i, represents an average over i snapshots generated through MD simulations.

Eq- 5. AGbind =< Gcomplex(i) - Gprotein (l) - Gligand(i) >

Decomposition of each Binding-free energy (Eg. 6):

Eq.6. G=Epn+Eeq+ Epqw + Gpol + Gnonpol -TS

Where Eint denotes the internal energy, Eel stands for electrostatic energy, and Evaw for
Van der Waals energies. The Gpol and Gnonpol are the polar and nonpolar solvation-
free energies, respectively, T is the absolute temperature and S is the entropy.
MM/PBSA and MM/GBSA are based on implicit solvation models which the estimation
is not as accurate as technigues with explicit solvent models 2°° but they are
computationally more efficient. Another advantage of these methods over the explicit
solvent method is the possibility to break down the resulted free energy into
subcomponents and calculate their contribution to the total free energy separately.
The electrostatic term, charges used for the protein and ligand are deterministic. It
depends on the dielectric constant of protein.

The original entropy term is calculated by removing water and residues closer than
8 A to the ligand and minimizing the rest. The entropy gives the largest uncertainty.
Several approaches have been suggested to replace MM force field with QM either
for ligand or for the complex. However, inconsistency between energy function used
for simulation and energy calculations is problematic. MM/GBSA can determine the
ligand efficiency, where the magnitude of order is divided by number of heavy atoms
of ligand.

Overall, due to the development of MM/PBSA, MM/GBSA, users have more flexibility
in using different constant dielectric, parameters for non-polar energy, radii for the
MMPB or MMGB calculations, whether to incorporate entropy term, and whether to
conduct MD or minimization. The study conducted by sun et al (2014) on tyrosine
kinases’ structure docked with AutoDock showed that the accuracy of the MM/GBSA
method in binding affinity calculation is better than docking score 242, Hence, it is

suggested to be a good approach for post-processing of docked structures. It has been
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often recommended to use one snapshot of the minimized complex for the calculation
of the MM/GBSA rather than ensemble of MD snapshots due to less computational
cost, but in this case the dynamic of the system will be ignored which leads to the loss
of statistical precision highlighting the importance of MD sampling %°1.

To gain insights into the binding affinity of EDs with NRs, we utilized MM/GBSA. This
method is computationally efficient compared to rigorous alchemical perturbation
methods like free energy perturbation. It is also more robust than molecular docking
based solely on scoring functions 24°. Another advantage of this approach is its ability
to incorporate the influence of explicit solvent dynamics on ligand binding, thereby
accurately estimating the entropic contribution. This feature is particularly valuable
given the highly hydrophobic nature of our EDs. A similar strategy was employed to
investigate the binding dynamics of per- and polyfluoroalkyl substances (PFASS) using
short MD simulations 2°2. The study revealed that the predicted absolute binding
energies of PFASs were lower than the corresponding experimental values; however,

a strong correlation was still observed.

2.7.4 Interaction analysis

Knowing about the interaction occurring within a molecule, both intra-molecular that
stabilizes the protein conformation and intermolecular that happens between ligand
and target, provides insights into the thermodynamics and kinetics of a system. MD
simulations provide valuable insight into the dynamic system and displays the
interactions as a function of time (frequency of interaction) using the trajectories of
atoms in each time step. The commonly investigating interactions include hydrophobic
interactions (including 1r-1T interactions) and Hydrogen bonds, which hold significance
in maintaining the stability of structural water within the ligand binding pocket and
simultaneously influencing the stability of both the ligand and target. Additionally, other
noteworthy interactions include water bridges, ionic interactions, and Van der Waals
interactions. It's worth noting that diverse software applications employ distinct
definitions when calculating these interactions. This information could be implemented
on different occasions from deciphering the conformational alteration of a biomolecule
to hit-lead optimization. We utilized such information to understand the reason for

structural alteration of NR, reported in our publications.
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2.7.5 Angle and distance calculation

Angle calculation provides insight into the orientation (Torsion angle) or bending of the
molecule (bond angle). We utilised this calculation to understand our ligand properties
using Schrédinger suite (Schrodinger LLC).

Distance calculation over an MD trajectory provides information into the interaction
that occurs between atoms and in turn reflects the stability of the molecule (e.g., the
ligand in LBP), as well as structural changes.

In addition, to validate the PCA observations, we chose to analyse the distances
between specific secondary structure elements. These distances were calculated
using Maestro event analysis tool (Schrédinger, LLC) over the generated trajectories
or using their centres of mass with the Maestro script trj_asl_distance.py (Schrodinger
LLC). For most of the nuclear receptors, we monitored the distance between the H3-
helix aAF-2/H12 residues, as well as the H12 folding, among other metrics. Together
with the hydrophobic/hydrogen bond profile for each ligand along the simulations,
these geometrical indicators can be used to cluster the compounds between potential
NR-activators and non-activators. Further statistical studies will allow us to gain a
picture of the characteristics that lead a particular ligand to bind to a given nuclear
receptor.

In our approaches, described in the different projects, each system, composed of
independent microsecond long simulations, were carefully examined through various
techniques such as clustering, assessment of protein-ligand interaction frequencies,
principal component analyses (PCA), and evaluation of geometric distances. The PCA
analyses yielded relevant geometric distances by comparing the known binders with
the test compounds. However, irrespective of the PCA's suggested regions, our
assessment encompassed H12-H3 distances, H12 folding (SSE%), and H6

folding/distances.
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2.7.6 Ligand trajectory analysis

When RMSD and RMSF provide general information about ligand stability and its
conformational changes, there exist other parameters offering detailed insight into the
ligand behaviour and its affinity towards the target. Solvent Accessible Surface Area
(SASA), the radius of gyration and angles, among others, are the decisive criteria.
SASA measures the surface area of a molecule which is accessible to solvent and in
units of a square angstrom (A2). The radius of gyration (Rg) measures the extendness
of the molecule. Throughout the simulation, a ligand undergoes conformational strain
to retain its protein-bound conformation. Therefore, gathering data on ligand torsions
is beneficial to monitor the conformational evolution of its rotatable bonds throughout

simulation time.
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3. Experimental Methods to Analyse NR Activity

A variety of biochemical and biological assays is available, that help to explore and
understand the structure, function, and genetic changes related to nuclear receptors
and also elucidate of NRs 253, Examples are (Fluorescence Recovery After
Photobleaching (FRAP) 2>* and Fluorescence Loss in Photobleaching (FLIP) which
provides insight into the dynamics and interaction of the molecules in various cell
process 25, and chip-on-chip methodology to identify receptor-regulated genes 2%,
Study of NR-coregulator which is a major field of NR research 313943257258 ' methods
for screening for binding partners and for quantifying specific receptor-target protein
interactions 2°°, understanding the role of phosphorylation on receptor function 260.261,
advances in tissue-selective gene targeting and knock-out strategies for generating
mouse models of receptor function in vivo 262, and studying genetic alterations in
hormone-dependent cancers 262 are some examples. In the following, several relevant

biochemical and cell-based assays frequently used in NR research field are explained.

3.1 Time Resolved Fluorescence resonance energy transfer

Time-resolved fluorescence resonance energy transfer (TR-FRET) is a commonly
used experimental technigue to investigate the binding between nuclear receptor and
ligand or protein-protein interaction (e.g., nuclea