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Abstract 
LiDAR (Light Detection And Ranging) technology makes it possible to gen-
erate highly accurate elevation models from the ground whatever the nature 
of the plant cover. LiDAR elevation models have proliferated during the past 
decade, delivering an unprecedented number of original archaeological !nds 
in the forest. "ese include habitat, agricultural or funeral structures prior to 
the existence of forest cover, and also archaeological micro-structures directly 
linked to past forest economy.

Until recently, LiDAR acquisitions in France were limited to small areas. 
However, the recent and rapid supply of large-scale reference data by the Na-
tional Geographic Institute provides large amounts of very high-resolution data 
about areas covering several thousand square kilometers that were previously 
little known from an archaeological point of view. Manual digitization of re-
mains is a time-consuming activity and does not guarantee exhaustive recogni-
tion of features.

As part of the “SOLiDAR” project (a tribute to the federation of unions 
Solidarność) (http://citeres.univ-tours.fr/spip.php?article2133), we present a 
Machine Learning approach enabling reliable and %exible extraction and char-
acterization of archaeological structures discovered in the LiDAR datasets. We 
have developed an open human-machine interface (HMI) that is accessible to 
the majority of archaeologists. "is system, far from being a “black box”, can 
automatically process the remains but can also be used step by step, leaving the 
user to decide whether or not to validate the di&erent processing parameters.

Introduction

LiDAR technology makes it possible to generate 
highly accurate elevation models from the ground 
whatever the nature of the plant cover. It is thus pos-
sible to detect many archaeological remains related, 
for example, to habitat, agricultural or funeral struc-
tures.

Over and above Digital Elevation Models (DEM) 
or Digital Terrain Models (DTM), ground surface 
data obtained by Lidar surveys provide useful infor-

mation about how the landscape has evolved. "ey 
can be an indirect indicator of the consequences on 
populations today of human activities over the long 
term (from earliest times to the present day).

To extract and characterize archaeological struc-
tures from LiDAR data, most studies have focused on 
manual identi!cation or automatic image processing 
(IP). More recently, there has been an increase in 
the number of studies conducted on semi-automat-
ed methods based on machine learning (ML). "is 
paper describes !rst the archaeological issues under-
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lying the SOLiDAR project and the use of conven-
tional image processing techniques. It then presents 
a machine learning approach aimed at obtaining 
better and more %exible extraction of archaeological 
structures from LiDAR derivatives. "e article is or-
ganized as follows: (1) the background of the work 
and the so'ware that we have developed, (2) the re-
mains investigated, (3) the data processing, and (4) 
the !rst results.

Research Context, Study Area, Data 
Sources and Development of So!ware
"ere are many methods for automatically pro-
cessing LiDAR data; the best known is pixel anal-
ysis (Sevara et al. 2016). In the last ten years, work 
by geographers and computer scientists has led to 
more e(cient methods, such as template matching 
and segmentation (Baatz, Ho&mann and Willhauck 
2008; Blaschke 2010; Martha et al. 2010; Sevara et al. 
2016).

"e use of Machine Learning (Chen et al. 2014; 
Duro, Franklin and Dubé 2012; Li et al. 2015) has 
received growing attention because of the increas-
ing availability of easy-to-use libraries and so'ware. 
For example, Martha et al. used optical images for 
segmentation and auxiliary elevation data for land-
slide detection (Martha et al. 2010); Anders et al. 
used LiDAR DEM-derived features for geomor-
phological change detection (Anders, Seijmonsber-
gen and Bouten 2013); Eisank et al. used DEM data 
for drumlin delineation (Eisank, Smith and Hillier 
2014); and Eeckhaut et al. used the support vector 
machine (SVM) algorithm and LiDAR derivatives 
alone for object-based mapping of landslides in for-
ested terrain (Eeckhaut et al. 2012). SVMs, which are 
a generalization of linear classi!ers, are a set of su-
pervised learning techniques designed to solve dis-
crimination and regression problems.

"e use of automated recognition, especially 
since the advent of convolutional neural networks 
(CNNs), is becoming more and more widespread in 
the !eld of archaeology. Recent work has shown that 

Figure 1. Boundaries of LIDAR survey and forests included in the program (C. Laplaige © SOLIDAR, IGN)
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this approach can reliably detect slopes, celtic !elds, 
mounds and charcoal burning platforms in LiDAR 
datasets (Cerrillo-Cuenca 2017; Trier, Cowley and 
Waldeland 2019; Trier, Salberg and Pilø 2018; Trier, 
Zortea and Tonning 2015; Vaart and Lambers 2019).

"e present work is part of the SOLiDAR project, 
which is included in the interdisciplinary research 
and innovation program entitled “Intelligence des 
Patrimoines”. SOLiDAR brings together research-
ers from several !elds (archaeology, history, geol-
ogy, biology and data processing) and members of 
the Domaine National de Chambord and the French 
national forestry commission. It aims to establish 
data processing protocols aimed at understanding 
environmental and cultural dynamics to enable the 
diachronic study of land use. It combines remote 
sensing data and archaeological, written, geomor-
phological and ecological sources.

"e program is based on a LiDAR survey of a 
270-km2 area around the city of Blois (Loir et Cher, 
France) (!g. 1), including the forests of Blois, Bou-
logne, Russy and the Chambord estate. In this sector, 
forests cover almost 25,000 ha, comprising 80% of 
the LiDAR acquisition area, including the Chambo-

rd estate, which was created between 1522 and 1650. 
"e earliest mention of these forests dates back to 
1176. 

"e LiDAR acquisition was performed at the 
beginning of 2015. "e average density of ground 
points is about 10 pts / m2, enabling DTM generation 
with a resolution of 50 cm. For this work, we mainly 
used a Topographic Position Index (TPI) (annulus, 
6m – 20m) on a DTM with a resolution of 2 meters.

For this work, we developed a so'ware applica-
tion and a human-machine interface (!g. 2), meeting 
the following criteria:

• the system must be usable by non-spe-
cialists, i.e. it must be easy to use, and the hu-
man-machine interface (HMI) must be intuitive;

• it must be able to run on any machine 
and be open source;

• the system must be flexible and adapt-
able to different types of remains and different 
topographic or geomorphological conditions;

Figure 2. View of the 
feature selection screen 
of the human-machine 
interface (R. Guillaume, 
C. Laplaige)
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• in order to refine archaeological inter-
pretations, the system must provide a proba-
bility of belonging to a type of structure, rather 
than a presence/absence response;

• finally, the software must be able to char-
acterize the elements that are detected.

The software was developed under Pycharm 
(https://www.jetbrains.com/pycharm/). It runs 
under version 3.5.1 of Python and uses the mat-
plotlib 1.5.3, scikit-learn 0.18.1, scikit-image 
0.12.3, numpy 1.12.0, scipy 0.19.0 and Sphinx 1.5.1 
libraries.

Figure 3. Vineuil, France. a) TPI revealing several micro-reliefs corresponding to archaeological remains; b) current topogra-
phic map; c) vectorization of the embankment/ditch system; d) vectorization of the embankment system (C. Laplaige  
© SOLIDAR, IGN)
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eye is unable to recognize these features in the !eld. 
Some of the most impressive elements can only 
be seen in situ when speci!cally looking for them 
with a background LiDAR map to hand. Unlike the 
embankment-ditch system, which is composed of 
large polygonal parcels, this system is composed of 
tiny rectangles. 

"e obvious overlap between these three !eld 
systems provides an initial indication of relative 
chronology. "e embankment system is the oldest, 
followed by the embankment/ditch system, and !-
nally the current land occupation structure. 

Finally, the morphological changes between 
these three systems suggest di&erent uses of the 
space; the current system is based on hunting and 
forestry activities; the previous embankment/ditch 
system was possibly used for the same purpose, 
while the earlier open landscape (embankment sys-
tem) was probably dedicated to agro-pastoral activ-
ities.

Types of Remains Investigated

We decided to focus our study on speci!c Elements 
of Interest (EOI) for archaeologists, namely linear 
structures. In the study area, raw LiDAR data anal-
ysis revealed at least three overlapping !eld system 
patterns (!g. 3).

On the model derived from LiDAR data, we can 
see in the foreground the current !eld system (!g. 
3b), which overlaps a system of embankments and 
ditches consisting of rectangular, square or polygo-
nal modules, which may or may not be embedded. 
In cross-section, the embankment-ditch structure 
is on average 6 to 8 m wide and less than one me-
ter deep (!g. 3c). "ese elements were identi!ed 
by !eld-walking prior to the LiDAR survey. "e 
embankment-ditch system overlaps a system com-
posed uniquely of embankments, !'een meters 
wide and 10-15 cm high (!g. 4 and 5a), unknown 
before the LiDAR acquisition because the human 

Figure 4. Elements of 
interest visible on a Li-
DAR view (C. Laplaige 
© SOLIDAR)
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Analyses of LiDAR data reveal the density of lin-
ear elements, most of which were previously unde-
tected; more than 2,000 km have been vectorized 
manually. Manual digitization of these remains is a 
time-consuming activity and does not guarantee to-
tal recognition of features.

Until recently, LiDAR acquisitions in France were 
limited to small areas. However, the large-scale refer-
ence database recently produced by the French Na-
tional Geographic Institute now makes vast amounts 
of very high-resolution data available for areas cov-
ering several thousand square kilometers that were 
previously little known archaeologically, opening 
the way for the automatic detection of features for 
archaeological analysis.

Selection of Elements of Interest (EOI)

"e objective of the so'ware developed by SOLiDAR 
is to create a system capable of detecting any type of 
object; however, for practical reasons and clarity of 

the present paper, we focus on certain linear struc-
tures (see !gures 4, 5):

• Embankments/ditches (1), probably cor-
responding to the previous forestry system. 
These remains are easily detectable in elevation 
and in grayscale. In both cases, a steep slope 
can be observed followed by a depression.

• Embankments (2), corresponding to the 
earlier system and related to agricultural ac-
tivities. While not easily discernible in the to-
pography, TPI enables them to be observed in 
grayscale.

• Ditches (3), with drainage functions. 
They are easily recognizable by the simple de-
pression.

• Modern road system (4), composed of 
two ditches, one on either side of a central line 
of solid ground.

Figure 5. A. Micro-relief 
anomalies corresponding 
to features of interest 
(vertical exaggeration 
= 2.5). B. Variation of 
grayscale values on the 
Topographic Position 
Index corresponding to 
elements of interest (C. 
Laplaige © SOLIDAR)
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• Probable hollow-way (5). This element 
is very difficult to recognize in the topography, 
where it corresponds to a very shallow depression.

Machine Learning Framework

First, we used a conventional image-processing ap-
proach to identify the previously de!ned elements. 
"e goal was to separate the pixels of an initial im-
age into the 5 targeted information layers. Di&erent 
processing sequences were tested, including: image 
!ltering (median /Gaussian, etc.), multiple thresh-
olding, mathematical morphology operations, con-
nected component analysis, and arithmetic opera-
tions between processed DEM and layers. Finally, we 
examined semi-automated methods based on Ma-
chine Learning to create a more %exible and robust 
framework to characterize archaeological structures 
from LiDAR derivatives (!g. 6).

Training Step

Selection and Organization  
of the Training Dataset

"e !rst step involves selecting the input images 
(DEM) that will be used to compute the pixel fea-

tures. Based on the expertise of archaeologists and 
on the results obtained with IP methods, we comput-
ed the features using only the Topographic Position 
Index proposed by Je& Jenness with a resolution of 
2m (Jenness, Brost and Beier 2013). One of our goals 
is to extract information from other types of visual-
ization (e.g. slope or positive aperture), but this has 
not yet been achieved.

In the HMI, all that is needed is to de!ne the ele-
ments to be detected, and the system creates and or-
ganizes the folders. "erea'er, it is necessary to copy 
the original image and absence/presence images for 
each element.

For this article, we selected 20 8-bit LiDAR imag-
es. For each image, we created 5 binary images (one 
per class) (!g. 7). "e whole set (8-bit image plus the 
binary images) is used to train the system. We tried 
to include as many elements as possible and balance 
the number of pixels for each one (Table I).

Selection of the Features for Pixel Classi!cation

When designing a classification system, the selec-
tion of the features to describe the pixels is vital, 
as well as the content of the training dataset, be-
cause they determine the quality of the classifica-
tion results. We drew up a list of features based on 
our experience in computer vision. These features 
are inspired by the well-known and efficient LBP 

Figure 6. Vineuil, France. a) TPI revealing several micro-reliefs corresponding to archaeological remains; b) current topo-
graphic map; c) vectorization of the embankment/ditch system; d) vectorization of the embankment system (C. Laplaige © 
SOLIDAR, IGN)

Name of 
element

ditch/  
Embankment (1)

Embankment 
(2)

Ditch (3) modern ancient other TOTAL

Number 21611 53739 5994 23322 9236 22792 136694

Table I: Summary of the number of pixels integrated in ML processing (S. Bai)
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to the system with the detection proposals of the 
classification algorithm.

Construction of the Classi!cation Model

For the classi!cation, di&erent machine learning 
algorithms can be adopted and plugged into our 
framework. For the moment, we have incorporated 
an SVM classi!er in the system. SVM is a non-para-
metric kernel-based technique based on statistical 
learning theory, optimization of algorithms, and 
structural risk minimization theory, and it has been 
used in many studies. SVM parameters can be opti-
mized using an N-fold cross-validation grid search 
function. 

In this study, since the classes are not linearly sep-
arable, a radial basis function (RBF) kernel was used 
to implement the classi!cation in a higher dimen-
sion space. "e cost and gamma parameters can be 
determined by cross-validation.

Once the kernel and major parameters have 
been set, the SVM model for classification is con-
structed.

(local binary pattern) method (Ojala, Pietikäinen 
and Harwood 1996) in which the grayscale values 
of the local neighborhood are thresholded against 
the central pixel to provide a binary pattern called 
texture unit. The number of occurrences of each 
texture unit is used as descriptors of a region in-
side an image. We propose an adaptation of this 
idea to compute the features included in our 
framework by considering a local neighborhood 
(of variable mask size) around a central pixel. The 
features are computed using statistics about gray-
scale values in different neighborhoods and com-
paring those values with the value of the central 
pixel. Currently, the system includes 64 features of 
9 types. We think that it should be left to each op-
erator to decide whether to select a feature man-
ually or automatically. In the latter case, features 
can be selected using a Sequential Forward Float-
ing Selection Method (SFSM) (Pudil, Novovičová 
and Kittler 1994), which enables different features 
to be added and subtracted in order to obtain the 
best possible recognition rate. This rate is calcu-
lated by comparing the binary images provided 

Figure 7. 8-bit TPI ex-
tracts and corresponding 
binary images for each 
element (S. Bai)
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Classi"cation Step

To classify a new image, the !rst step is to calculate 
the features of each pixel. "e features to use here 
should be the same as those chosen in step 4.1.2 used 
to build the SVM model. "ose pixels with features 
are then sent to the SVM model, and the SVM model 
will calculate the probability of each pixel belonging 
to each element.

A'er classi!cation, six probabilities are generated 
for each pixel, corresponding to 6 classes (5 classes 
of remains + 1 class of everything else). Probability 
maps corresponding to all the desired classes of El-
ements of Interest have to be combined to provide 
the !nal decision. Di&erent fusion techniques can be 
used during this step. In this !rst study, we used a 
maximum rule with reject option for the combina-
tion and each pixel is assigned to the class with the 
maximum probability only if the value is higher than 
a prede!ned, empirically chosen threshold.

Next, the binary image obtained can be vector-
ized in a similar way as binary images obtained with 
a conventional image-processing sequence. "is 
function has not yet been implemented, but we hope 

to use systems such as those described by Ramel et al. 
for that purpose (Ramel, Vincent and Emptoz 2000).

First Results

Evaluation Protocols

"e position match (PM) was selected to evaluate the 
EOI inventory map obtained. PM is de!ned as:

where AR O  is the area designated as an EOI either 
in the reference inventory or in the results, and AR∩O 
is the area designated as an EOI in both the reference 
inventory and in the results, namely, the union ( ) 
and intersection (∩) of two inventory maps. 

A high PM value demonstrates that the two in-
ventories are essentially similar with a good quality 
of results.

Qualitative Results

An example of processing performed by the SVM is 
shown in !gure 9. On the le', we can see an embank-
ment system, and on the right, the probability of 
each pixel being an embankment (black corresponds 
to a 100% probability). We can see that the greatest 
probability is for the largest remains; the detection of 
smaller features is less evident. "e analysis of this 
kind of image helps understand the SVM process 
and improve the system.

Quantitative Results
For this !rst test, 30,000 samples were used to 

generate the learning base of SVM, with approxi-
mately the same number for each element. "e re-
sults (PM value %) are displayed in the confusion 
matrix below (Table II).

"e percentage corresponds to remains detected 
in each class of elements. For example, if we look at 
the second line, 2% of embankments are detected as 
other, 50% as embankments, 6% as ditches, etc. For 
the moment, the error rate is close to 60%. We can 
see that this is the class with the poorest results, as 
ancient pathways are particularly di(cult to detect, 

Figure 8. Schematic representation of the SVM Classi-
!er framework (S. Bai, C. Laplaige)

×100%PM =
AR∩O
AR O
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pathways and embankments/ditches, and between 
ditches and modern pathways and the embankment/
ditch system. It is di(cult to di&erentiate composite 

even by an expert. We have not yet found the right 
features to clearly describe these elements. 

We can also see some confusion between modern 

Figure 9. On the le': TPI of an area near Blois. On the right: representation of the probability for each pixel being an em-
bankment (black = 100%, white = 0%) (C. Laplaige)SOLIDAR, IGN)

Ditch/
 embankment (1)

Embankment 
(2)

Ditch 
(3)

Modern pathway 
(4)

Ancient 
pathway (5)

Other

Ditch/ 
embankment (1)

40 9 12 22 10 8

Embankment (2) 2 50 6 1 18 23
Ditch (3) 29 1 38 27 4 1
Modern pathway 
(4)

29 5 5 41 12 6

Ancient pathway 
(5)

3 35 7 3 28 23

Other 4 39 6 2 17 31
ü
Table II: Position match value for each element (S. Bai)

Recall Precision F1 MaF1
Ditch/ embankment (1) 0.4 0.37 0.39

0.39
Embankment (2) 0.5 0.36 0.42
Ditch (3) 0.38 0.45 0.41
Modern pathway (4) 0.41 0.43 0.42
Ancient pathway (5) 0.28 0.31 0.29

Table III: Results of the test
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probabilities for each pixel of the image to be part of 
a speci!c EOI.

"e system is now stable and portable on any type 
of machine without prior installation, and we can 
now focus on improving system performance, no-
tably to increase the detection rate. To this end, we 
are working on several aspects. We wish to add new 
features and work on several types of LiDAR data 
visualization. We are looking at the possibility and 
interest of adding a convolutional neural network to 
use with our data sets. 

Finally, this paper presents only one module of 
a tool composed of two parts. "is module allows 
you to locate elements of interest freely de!ned by 
users in LIDAR data. "e output of this module is 
probability maps of the presence of these elements at 
the pixel level.

"e second module, designed to transform prob-
ability maps into vectorized structures (Ramel, Vin-
cent and Emptoz 2000), is currently under develop-
ment.
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